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BIOLOGICAL MODELING AND SIMULATION AS A SERVICE

Modelling allows us to focus on the important components of a system under study, leaving
aside the non-meaningful information. To study metabolic networks, we need first to create
a new model of the phenomena and then, we are able to start simulations to obtain results.
A major problem in biological cells is the lack of generalization of the proposed models,
each model is created to study a specific aspect of a biological cell, or to study a specific
cell. Because of this, it is hard to reuse them in other works. In this thesis, we try to
apply some computational concepts as modularization and model integration to improve
the model integration and automation of biological cell processes. For this purpose, we
propose a general model of a cell structure to use as a model framework where different
models can be integrated. We also propose a stochastic genome scale model of a cellular
metabolic network that is general and can be used to study the metabolism of different
cells. Because a genome scale model implies having thousands identical atomic models, we
introduce the concept of multi-state models that allows merging all the identical atomic
models in a single one. We also propose a method for automatic modelling and simulation
of biological cell processes using SBML files as the input and a web platform for remote
model and simulation that can improve the collaboration between different research groups
and the research time.

Keywords: DEVS, P-DEVS, Modelling, Simulation, Biological cell, Metabolic pathways,
Cloud services, Metabolic network, Stochastic models, Model integration.
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1. INTRODUCTION

In the past decades, the need to understand biological processes has increased. In medicine,
a better understanding of these processes allow improving drugs and treatments. In biol-
ogy and biochemistry, biological cells and their subsystems play a fundamental role and
their study is essential. One of the main phenomena occurring in cells are called “metabolic
pathways”, a series of linked reactions that produce transformations of different metabo-
lites (metabolites are small molecules, like hydrogen or oxygen, that are either consumed
or produced by chemical reactions in the cell). These reactions conform the metabolism
of the cells and their life; therefore, the study of this phenomenon has become popular in
different fields related to medicine, biology, and healthcare among others.

Metabolic pathways are the result of “metabolic networks”, which are reaction sets
where the metabolites produced by any of the reactions can be consumed by several
other reactions, defining multiple possible reaction paths. All the possible combinations
of reactions, the exchanging of metabolites and the generation of reaction chains define the
metabolic network; each possible reaction path within the network is a metabolic pathway.

We will show an example of a metabolic network and its pathways; Consider three reactions
A, B and C where:

e A=d— e+ f: Consumes metabolite d and produces metabolites e and f.
e B =e — g: Consumes metabolite e and produces metabolites g.

e C =e+ f — h: Consumes metabolites e and f and produces metabolites h.
These reactions can generate several possible reaction chains as the next ones:

ed —» e+ f — g+ f: First reaction A reacts and produces e and f, then the
metabolite e produced by A is consumed by B and converted to g, finally we end up
with metabolites g and f.

e d — e+ f — h: First, reaction A reacts and produces e and f, then then reaction
C uses those metabolites produced by A to produce the metabolite h.

These reaction chains in which the product of the reaction A is consumed by reactions
B and C' are the metabolic pathways of the metabolic network which is the whole system
composed by the reactions A, B and C' and all its possible pathways. It is worth to notice
the mentioned pathways are only possible if the metabolite d is present in the network,
because if d does not exist, reaction A cannot react, and the reaction pathways will never
occur.

Metabolic networks have an exponential number of possible pathways generated by all
the possible combinations of which reactions consumes the product of other reactions, but
only a small number of those pathways will effectively take place in the cell. Due to this
reason, studying metabolic networks is not easy [1] and we need to study the metabolic
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2 1. Introduction

pathways that will effectively take place without the need of considering all the exponen-
tial combinations of possible pathways, where the majority of them will never occur.

When studying metabolic pathways and many other biological processes, different tech-
niques can be used. For instance, in-situ studies conduct the research in the real place
where the phenomena usually occurs, without modifying its environment to ensure that
the obtained results are free of any noise that can be introduced by the observation pro-
cedure. In contrast, in-vitro studies isolate the phenomenon from its original environment
to a controlled one (normally in a laboratory), this allows to control all those aspects of
the environment that are not part of the phenomenon itself but still can affect the results
in ways that we need to control.

A different approach is to create a model of the phenomenon that allows us to study
a mathematical entity (or an informal one) instead of studying the phenomenon directly.
Another method is to use simulation to get measurable results.

Observation is the most direct approach to study biological phenomena, and it re-
mains very important as the first mechanism to understand a new phenomenon, and as
the way of validating the obtained results of other methods. Likewise, observation allows
to measure different properties of the phenomena that are unknown. The phenomena
we are interested to study are happening in nature; for example, a biological reaction
is a phenomenon where certain metabolites are bound, and new metabolites are created
from them; the reaction rate is a property that indicates the rate at which the consumed
metabolites are converted into the produced metabolites. The reactions and the reaction
rate value of a certain reaction can only be known by observation.

Even if observation techniques as the in-situ or in-vitro can be used to study a phe-
nomenon in the most direct way, they are expensive and time-consuming. In-situ experi-
ments could not be possible to conduct due to the inability of studying the phenomenon
without affecting its environment, the impossibility to access its environment or the lack
of tools to conduct it. When in-situ experiments are not possible, in-vitro studies could
be an alternative and the phenomena are taken from their natural environment to the
laboratory, but those studies can also be expensive and time-consuming making them not
the best option.

Considering these issues, in-situ and in-vitro experiments are usually replaced or pre-
ceded by the creation of models that allows us to describe the phenomenon without the
need of observing them each time we need to know something about them. Modelling is
less expensive than observation, and it is also less time-consuming, allowing us to easily
conduct several experiments without significantly raising the cost or times of the research.

Modelling can be achieved only by abstraction; this allows us focusing on the meaning-
ful components of the system under study, leaving aside the non-significant information
of the process. Simplifying the phenomenon is effective not only to isolate the important
part but also to control the effect of the abstracted components in the phenomenon and
therefore, allowing to construct several scenarios in order explore the different properties.



Sometimes we cannot solve the models analytically; an alternative way to study the
models is by running computer simulations of virtual scenarios to obtain simulated results
based on the models. Simulation is the process by which we use the specified model and
some specific inputs to predict the behaviour of the real phenomenon. Nowadays, with
the aid of computers, we are able to automate the simulation process by using algorithms
that allows us to run several computational experiments reducing the experimental times
and effort. The entire process of creating phenomena models and running simulations of
those models is called Modelling and Simulation (M&S ) techniques.

There are different approaches to model and simulate biological phenomena; the differ-
ences between those approaches mainly remains in the abstraction level made (micro-views
vs macro-views models), the formalism used to describe the properties of the phenomenon
(mathematical vs computational models) and the time representation used for the models
(continuous vs discrete time-based models). Next, we will explain these differences.

Macro-view models describe the behaviour of the entire system as a single piece, ab-
stracting all sub-systems and their interactions, examples of this include models using
Ordinary Differential Equations (ODEs). On the other hand, micro-view models first sep-
arate the entire system on sub-systems that can be modelled as different phenomena and
after that, they are combined to obtain the final model. In micro-view models, the result
is the composition of all its sub-models results.

Mathematical models are purely analytical; in these models we solve equations and
we use those results. Mathematical models are so far the best approach for deductive
analysis because we can apply all the mathematical language to make deductions from
the model, but it can be hard to integrate them into other models or systems, and in
many cases the solutions cannot be found. On the other hand, computational models
are programs where its logic describes the phenomenon to be modelled, thus, we are able
to make rule-based models. These models facilitate the study of systems at different
levels of abstraction, improves the model integration and the study of its sub-systems.
In the last decades, with the significant increase of computational power, the number of
these models has also increased and now we can simulate complex systems at larger scales.

Continuous time-based models use any time representation system that allows to model
values for any time amount regardless of how small could potentially be. Discrete time-
based models use time representation that only allows representing some values of the
continuous timeline. This leads to restrictions in the model time steps, because events
should only happen in valid times.

As mentioned before, models are abstractions of real phenomena, and one of the most
significant abstractions made when modelling is their environment and the interaction with
other phenomena. Different phenomena can be modelled using different techniques that
best fit their needs and combining those models also requires combining their modelling
techniques obtaining hybrid models. For this purpose, modularization helps in avoiding
problems in model integration. One way of doing this is considering each model as a black
box that receives inputs and returns outputs; subsequently, combining different models
only requires the models to agree in their input and output semantics but they do not
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need to have any knowledge about the other models.

Considering the vast amount of different techniques and models existents in biological
processes, we aim to achieve a more general solution proposing a flexible structure to easily
integrate different models and approaches. We have considered the different aspects of a
general structure, discussed following.

Biological cells are composed by multiple mechanisms that play different roles:

e cell signalling is the communication process that relates the cell with its environment
and directs the basic actions of the cell.

e gene regulation is the process that controls the production of genes within the cell;
a gene is a sequence of DNA or RNA that carries the cell information used to create
new equal cells.

e metabolic pathways (the cell metabolism) is in charge of consuming and producing
metabolites to generate energy for the cell.

Commonly, these processes are modelled using specific models that consider only par-
ticular instances of a single part of the cell. Examples of this can be found in [2][3]. These
are rigid models that are hard to reuse as part of more complex models.

In this work, we are interested in modelling different biological cells and because of the
all the differences that exist in between cell we are not able to consider a single rigid model
structure for all of them. Thereby, instead of trying to do a perfect model of every biolog-
ical cell, we aim to achieve a flexible structure model that helps researchers by offering a
general framework that can easily be improved and adapted for different projects, allowing
them to integrate different models if needed. This general structure must consider only
the most general aspect off cells while allowing to add and remove external components
that describe the particularities of cells so modellers are able to integrate their models
of the different mechanism as the cell signalling and the gene regulatory into the general
structure. Also, this general structure aims to correctly modularize the physical parts of a
biological cell so each new model to integrate can be modelled using a different approach
without affecting the rest.

We focus in the metabolic pathways of the biological cell using a stochastic model to
study collisions and binding processes instead of modelling the entire network (which, as
said, can have exponential explosion of states). In this way, the network becomes an emer-
gent property of the simulation. The metabolic pathways are an essential part of every
cell and thus we propose this system as part of the general model structure framework.
However, it is not required to use our proposed stochastic model, and the structure of
the simulation framework can be reused by replacing this component by a new one, or by
adding more components if needed.

We propose a structure of a biological cell. This structure works as a container where
to integrate different models of those mechanisms, allowing to reuse the general structure
as a model integration framework.



The proposed structure focuses on the different physical compartments of a biological
cell such as the periplasm, the cytoplasm and organelles (separations in the cell structure
that have some level of isolation, where different processes occurring within each com-
partment are independent of processes occurring in other compartments). Also, these
compartments are common structures in all biological cells and abstracting them is a goal
in this research. Compartments naturally define a modular and hierarchical separation of
the different physical aspects of the cell and we focus on that modularization to allow a
better model re-utilization because each different compartment is almost independent of
the rest, modellers are able to focus on each compartment separately and then combine
all the compartments. Also, this modularization allows to easily replace a compartment
model by a different model and models can be reused.

If models can be well defined as the integrations of multiples sub-models, collaboration
is facilitated through the models sharing. This is important when dealing with complex
systems where each modeler can focus on a particular mechanism of the cell. This also sim-
plifies model validation because each sub-model can be validated independently of the rest.

Model integration can only be made if their integration is flexible enough to support
their differences even when they were not initially considered, and this is not easy to
achieve. On other hand, cells are very complex systems with several sub-systems and
making an entire computational model could easily lead to a model impossible to validate,
hard to understand, maintain and modify. As far as we know, such model does not exist
to date.

We propose a model structure that takes into consideration the modular and hier-
archical organization of biological cells, for this purpose we use DEVS (Discrete EVent
Systems Specification) [4][5] which is a modelling formalism where modularization and
hierarchal organizations are natural to define. Because of this, we are able to define a
model structure that maps in a very direct way a real biological cell structure where each
compartment is defined as a separated PDVES model and integrate them through links
that send messages, resulting in the final model that emerges from the interaction between
its sub-models as in real cells.

On the other hand, this proposed structure does not assume anything about how each
sub-model is defined and it only requires their inputs and outputs to have the same se-
mantic, as a result, the model structure becomes flexible enough and new components can
be added if their message interface is consistent with the existing components’ interface,
and, if this is not the case, the interface can be adapted.

Proposing a general model structure also allows us to improve the modelling and sim-
ulation process. We propose to a technique that speeds and automatizes the process of
developing metabolic network models developing a web platform for model generation and
simulation of the biological process as a service.

As the internet has become a powerful tool not only for communication purposes but
also as a service provider, cloud computing allows people of different geographical loca-
tions to work together in the same project without the need of complicated communication
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channels or local computations on their workstations. Instead dedicated servers can store
the shared projects and run all the necessary computations to return the required results
improving the working flow. Databases are also a way to share any kind of information
as for example the exchange of models, for this, first we need to define how models will
be stored in those databases, one solution is to use SBML files to store them and then,
implement programs that can automatically parse and generate the corresponding models
from them.

The System Biology Markup Language (SBML) is an XML format for biological sys-
tems that can be used to store and exchange biological information [6]. XML was invented
as a web standard for information sharing. Because of the popularity of XML today there
are several XML parsers that can read SBML out of the box. Thus, it is a flexible, stan-
dardized and well-known format. SBML has become a standard in biological systems and
different tools use it to read and save their models in databases [7][8]. Because of the
growing popularity of SBML, plenty of computational tools for biology systems use it and
several research results are stored as SBML; We can see some examples in [9][10][11][12].

Then, the entire working flow starts with the utilization of SBML files to statically de-
scribe models and as the way to save them in files that we are able to upload to the server
where they will be used to generate the specified model. Since SBML is XML-format and
XML was invented as a web standard for information sharing, there are plenty of libraries
that facilitate working with them.

SBML files describe the models particular structure and its parameters, but they do
not describe any computational rule and because of this, the model dynamic behavior is
not described and we cannot automatically generate the entire models from the SBML
files. Instead, we propose a model generation mechanism that has a parsing stage to con-
sume SBML files as the input to instantiate the proposed general structure model with its
metabolic pathways ready to run simulations and obtain results.

Finally, we have integrated all the mentioned parts of this work in a web platform
to facilitate the access as an online service that is deployed in a remote server available
for researchers with limited experience in programming, for this, we have implemented a
Django [13] web platform with a client-side user interface that interacts with the model
generation and simulation module. The back-end is in charge to manage uploaded SBML
files, run the model generator module to generate models from those SBML files and run
simulations saving the results in a MongoDB distributed database. On the other hand,
the front-end user interface allows the users to visualize the uploaded SBML files, add new
files, generate models from those files, run simulations and visualize the results in real time.

The micro-view level model proposed in this work is composed of a number of sub-
models that interact with each other. Although this approach is good to achieve flexible
and reusable models, it introduces a considerable overhead in the simulation algorithm,
the exchanged messages needed to communicate. We need a fast simulator able to compile
and execute the model within a reasonable time.

We used Cadmium, a P-DEVS library. Cadmium has good run-time performance



because it uses meta-template programing to pre-calculate in compilation time all the
static parts of the model structure that other simulators recalculate every time they need
them. We modified the library using type-hiding (we use a general interface and then
pre-calculate all the static structure in derived classes that implement the interfaces and
are easy to compile).

The contributions of this thesis, are:

e DEVS general model structure to use as a framework where different biological
models can be integrated.

e A model of entire cellular metabolic pathways from metabolic networks.

An adaptation of the experimental Cadmium simulator to improve compilation.

A web platform that automates the process of parsing, model generation and simu-
lation using SBML files as the input, the web platform also implements visualization
modules to show the simulation results in real time to the users.

A really micro-view model of metabolic pathways as an internal cell mechanism
integrated into the proposed general structure.

We focus in the metabolic pathways of the biological cell using a stochastic model to
study collisions and binding processes instead of modelling the entire network (which, as
we have said, it is computationally expensive to fully explore). In using stochastic pro-
cesses, the metabolic pathways become an emergent property of the simulation. Metabolic
pathways are an essential part of every cell and thus we propose this system as part of
the general model structure framework. However, it is not required to use our proposed
stochastic model, and the structure of the simulation framework can be reused by replac-
ing these components by a new one, or by adding more components if needed.

This work aims to introduce a general structure that not only improves model integra-
tion but also propose a direction that could help to model an entire biological cell which
as far as it has not yet been achieved. Using a hierarchical structure, we are able to model
each cell mechanism as a separated and simpler component. Then, we incrementally inte-
grate those components and eventually, we can obtain a computational model of an entire
biological cell that is easy to understand, maintain, modify and validate. This process also
facilitates backtracking when some sub-model is not working. Different approaches can
be used in each sub-model, leading to different combinations of integrated models. For
example, Cell-DEVS [14] could be used to define the spatial model of the bulk-solutions
while the rest of the components remain as DEVS models.

The following sections are organized as follows: chapter 2 introduces the project back-
ground, including related works and the used DEVS formalism. Chapter 3 presents the
proposed theoretical model and explain some important concepts and problems related to
the phenomena under study, and we show how we have addressed these problems. Section
4 introduces the model architecture. Section 5.1 discussed the web platform. Section 5.2
introduces the parsing and model generation processes that allow automating the model
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generation from SBML files. Section 6 shows the work we did to improve Cadmium com-
pilation time. Finally, section 7 introduces some validation results.



2. BACKGROUND

In this section, we will review existing works in the area of metabolic pathways, in partic-
ular computational models. First, we will introduce some examples of different models of
metabolic pathways; next, we will review research on automatic modelling and model inte-
gration; finally, we will review how the improvements made in computational biology have
been applied so far in the field of M&S of biological cell systems, including an explanation
about the DEVS formalism.

2.1 Related work

As we have already explained in section 1, metabolic pathways are a series of linked re-
actions that produce transformations of different metabolites. These reactions conform
the metabolism of cells. Each reaction consumes a set of metabolites called the reactant
and produces a set of metabolites called the product. When a reaction can also go in the
opposite direction (consuming the product and producing the reactant), it is said that it
is a reversible reaction.

In the Introduction, we have also explained the history of metabolic pathways research,
from the expensive in-situ/vitro studies until current computational M&S approaches. We
have also discussed the differences between macro-view models, which describe the be-
haviour of the entire system as a single piece; and of micro-view models, where the entire
system is first divided into subsystems.

The implementation of computational models is relatively new in the field, and there-
fore, some important computational concepts, such as modularization and reuse have not
yet been applied extensively to the modelling of biological processes.

M&S of biological cells is an important field and several models were made to study
different aspects of them. For example: In [3] a micro-view DEVS model of the cellular
metabolism by mitochondria is proposed; the mitochondrion is an organelle commonly
found in eukaryotic cells and play an important role in different diseases as for example
diabetes and deafness. In this work, the authors center their attention in the particu-
lar metabolism cycles of glycolysis and Krebs cycle occurring within the mitochondria
and their model is helpful for that purpose, but being able to reuse the model to study
the mitochondria metabolism effects in different biological cells could be helpful for other
studies. In [15] a macro-view mathematical model is proposed to specifically study the
glycolysis metabolic pathway independently of the mitochondrion. This model is shown
to be accurate according to experimental results, but it could be generalized if we ab-
stract the specific aspects of the reactions (product, substrate, etc) to allow modelling
other reactions as well. By generalizing the model, we are able to reuse it to model other
metabolic pathways.

The glycolysis pathway modelled in [3] and [15] is shown in Figure 2.1, its main role
is to converts glucose into pyruvate, and it releases energy during the process. As shown

9
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in Figure 2.1, the reactions involved in the glycolysis are catalyzed by enzymes (the arrow
labels), and most of them are reversible (double arrow).

As seen in the previous example, biological processes can be modelled at different levels
depending on the requirements of the model. In [16][17] the authors explain how combin-
ing macro and micro levels can bring advantages; the abstraction at different levels allows
the models to describe each part in the correct level. In [16] an extension to DEVS called
Multi-Level-DEVS (ml-DEVS) is proposed to support multi-level models explicitly. In
ml-DEVS, the information at macro-levels can be accessed from micro-level components
and vice versa. In [17] a discrete event multi-level model is used to study metabolite chan-
nelling, a system commonly modelled with differential equations at macro-view. Using a
multi-level model, the authors address the problem that some parts of the modeled sys-
tem are not continuous, while differential equation requires the system to be continuous.
An example of not continuous systems are the metabolites in a compartment, which is a
discrete amount.
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Fig. 2.1: Metabolic pathway of Glycolysis.
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Using a visual representation of the models and simulation results allows us to un-
derstand the phenomena better, consequently several tools provide M&S visualization.
Visualization of multi-level models is presented in [18] allowing researchers making de-
tailed inspections by folding and unfolding the model substructures.

Biological processes are complex systems that easily leads to large models, and tools
helping to automate some parts of the M&S process of these phenomena allows researchers
to avoid dealing with the complexity of the tasks. We can automate different aspects of
the process, for example: In [19] a methodology for detecting signal pathways from a
source of data automatically allowed modellers to find signal pathways on large reaction
networks that are hard to find by hand. Signal pathways are metabolic pathways that
meet specific requirements, then, the authors proposed a weighted graph model of the
metabolic network and an integer linear programming (ILP) optimization algorithm; the
idea behind the IPL model is to find out a minimum-weight subnetwork (i.e. subgraph)
of specific size which accomplishes the signal pathway requirements using the minimum
possible number of biochemical reactions. Another work in automatic pathways detection
is presented in [20], where an algorithm was introduced to study metabolic networks where
some pathways are already identified, and one want to know other alternative pathways
in the network.

A very important part of M&S that can be automated is the visual representation
of both the model and the simulation results. Humans are very good to find patterns
and results visually. For researchers without any background in computer programming,
understanding a programming model is hard without visual representation. In [21] a
framework for mathematical automatic modelling of signal-transduction through visual-
ization was presented.

The amount of biological data saved in System Biology Markup Language (SBML)
databases across the internet increases each day and as mentioned in [22], the implemen-
tation of systems automating the interaction with this data is important to manage a large
amount of information to obtain relevant results that can be well replicated. Because of
this, some recent works focused their attention on the automation for biological systems
M&S using SBML as the data source. For instance, in [23], the SBML-DEVS platform in-
troduced a framework for modelling reaction kinetics of biological systems using SBML to
save and read the model’s data. For this purpose, the authors used the LibSBML library
[24] to translate the chemical reactions into differential equations and generate macro-view
models that can easily be share automatically. Likewise, in [25] the authors presented a
database system designed specifically to store biochemical pathways in SBML format. The
system allows to reconstruct and analyze pathways from the stored data automatically.

On the other hand, because biological processes are complex systems that can be hard
to address at once, it is useful to divide the entire system into several subsystems. Then,
model each subsystem, and finally, integrate them. An example of this was shown in
[26], where the authors created 28 independent models of the different subsystems of the
bacterium Mycoplasma genitalium and integrated them into a single multi-level whole-cell
model. By making 28 independent models, they were able to use the right tool to model
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each subsystem and validate them individually. The use of flexible frameworks to inte-
grate different formalisms and plug-ins help to find more accurate tools for each model
and submodel, as done by JAMES II [27].

The integration of models can be easy or not, depending on the model’s compatibility.
In [28] the authors introduced CytoSolve, a method for integrating multiple pathway mod-
els implemented in independent source code. CytoSolve runs all the model’s simulations
in parallel, and coordinates their inputs and outputs generates a final single simulation
result from the model interactions.

A general review of different computational tools for metabolic processes is shown in
[29].

Not only the computational tools used for M&S need to be prepared for reusability
and integration, but we also need to generate models prepared for reusability and integra-
tion. In [30] the idea of model reusability was discussed. In [31] the authors presented a
discussion about some computational concepts as modularity and standardization applied
for model re-usability. Finally, an emphasis on hierarchical modelling and composition in
system biology was presented in [32].

Since spatial modelling in biological cells play an important role and different ap-
proaches are used for this purpose [33][34]. Model integration and reusability is a powerful
tool to test different models of the spatial aspects of a biological process without modifying
the entire model.

None of the mentioned works has proposed a model of a general biological cell struc-
ture, instead, they focused on different subsystems of cells [3][15][17] or in a particular
cell [26]. If we aim to achieve a whole-cell computational model, we need a place where
to integrate all the models of the cell subsystems. Modelling the structural aspects of a
cell gives us a framework where to integrate the cell subsystem models. In order to allow
re-usability of the model structure, we need a general structure abstracted from particular
aspects of some cells that can be easily adapted to each particular case.

On the other hand, the continuous advances in computational science allowed im-
proving the simulation processes of models at different levels. For example, the increase
in microprocessor’s speed allows us to run each day more complex simulations. Likewise,
advances in networks and communication allow more fluent exchanging of model’s informa-
tion stored in databases. Recently, XML-based technologies have improved the exchange
of remote messages on the Internet [35], and as we have already mentioned in [36], XML
has also improved the way that models are saved and built. Having an automatic way to
save and build models and a better information exchange facilitates the task of remotely
share models.

A consequence of these advances was the definition of the System Biology Markup Lan-
guage (SBML), which is now the standard for biology system representations using XML.
It allows saving and exchanging models, and it is also useful for modelling visualization
and validation [6]. The main advantage of SBML is the standardization of biology data
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storage making easier to produce automated tools able to read SBML data from different
sources.

Finally, in recent years we have seen some research on web platforms for biological
structure automatic visualization, including, for example, MicrobesFlux [37], a web plat-
form for drafting metabolic models from the KEGG database. Nonetheless, in most cases,
M&S is normally executed locally in the laboratory, and as mentioned in [6] simulation
result replication becomes hard for the rest of the community without the authors’ setup.

2.2 P-DEVS formalism

Discrete EVents System specification (DEVS) [4][5] is a hierarchical and modular formal-
ism for modelling Discrete Events Systems (DES). The hierarchical and modular structure
of DEVS allows defining multiple submodels that are coupled together in a bigger model
by connecting their inputs and outputs throw messages. In the same way, the resultant
model can also be used as a submodel in a new coupled model with other models, defining
a multi-level hierarchical structure.

In DEVS, there are two kinds of models: atomic models defining the system behaviour,
and coupled models defining the system structure. Atomic models define the behaviour
throw transition functions that move the atomic model from one state to another by fol-
lowing programmed rules.

States transitions are triggered when:

e External transition: The model receives external events from other another model.

e Internal transition: The lifetime of the current state is consumed and the model
transition without any external event.

Coupled models provide modularity to the structure and their behaviour is the result
of its submodels. DEVS models do not change their behaviour depending on the coupled
model where they are used, the behaviour of any DEVS model is independent of other
models, and it never knows what is occurring in the outside. This modularity is helpful
for modelling biological systems, it allows using different modelling levels for each the
submodel.

In the DEVS formalism, model’s input receives messages from other models, and when-
ever two messages arrive at the same time, rules are used for selecting the order in which
the messages will be processed by the model through a select function. Thus, the model
makes multiple transitions in the same simulation time. Depending on the model, differ-
ent messages processing orders could generate different final states after processing all the
messages affecting the simulation result.

P-DEVS (Parallel Discrete Event Specification) is a modelling formalism that extends
the well-known DEVS formalism. The extension is made on the fact that P-DEVS can
handle simultaneous events occurring in the model and all the simultaneous events will be
processed in the same transition function. Also, it adds a new transition (the confluence)
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to customize the behaviour of collisions between internal and external events in the same
model.

2.2.1 Atomic models

An atomic P-DEVS model is defined as an 8-tuple < X, Y, S, ta, dcxt, Oints Oconfs A > Where:

X is the set of inputs event.
Y is the set of outputs event.
S is the set of sequential states.

ta: S — R is the time advance function which is used to determine the lifetime of a
state.

Sext: QrX? — S is the external transition function which defines how an input
event changes a state of the system, where: Q = {(s,te)|s € S,0 < te < ta(s)} and
XbC X,

Oint: S — S is the internal transition function which defines how the state of the
system changes when an internal event occurs.

dcony: is the confluence transition function which defines how input events change a
state of the system if they arrive at the same time as an internal event is scheduled.

A: S — Y is the output function which defines the output of the system before an
internal transition is triggered, where Y C Y.

The atomic model defines the behaviour of its system in the transition functions, a
system starts with an initial state and remains in that state until an external event occurs
or when the time advance is reached. Each time the system transitions from one state to
a new one, it uses the transition functions corresponding to the transition event: External
events will trigger the external transition, completed time advances will trigger the inter-
nal transition, and if both events occur at the same time, the confluence transition will be
triggered. Once the transition function calculates a new state, the model transitions from
the current state to the new state.

Always, before the internal or confluence functions are triggered, the lambda function
is used to calculate the output to send to the outside. These messages will then be received
by other models at the simulation time at which the transitions where triggered.

2.2.2 Coupled models
The P-DEVS coupled model is defined as a 6-tuple < X, Y, FOC, EIC,IC, Z > Where::

X is the set of inputs event.

Y is the set of outputs event.
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e EOC Is the External Output Coupling that defines links from sub-models output
ports to the model output ports.

e EIC is the External Input Coupling that defines links from the model input ports to
the sub-models input ports.

e [C is the Internal Coupling that defines links from sub-models output ports to other
sub-models input ports.

e 7 is the set of output to input translation functions, each function translates output
events from a model to input events of the receiver model. These functions are
commonly ignored, many simulators do not allow to specify this function and the
input events are received with the same format as they were sent.

Coupled models are defined by multiple P-DEVS sub-models that are connected throw
message links and connected between their ports, those links are specified in the EOC,
EIC and IC components. The P-DEVS sub-models can either be, coupled or atomic mod-
els and the hierarchical structure of a P-DEVS model is defined by using other coupled
models as sub-models and therefore, achieving different levels in the hierarchy and the
hierarchical structure is constructed then, by the composition of several coupled models.

Ports are used to avoid broad-casting messages every time a model generates output.
By using ports, messages can be directed to the corresponding receivers.

It is important to notice that for a coupled model, all its sub-models are black boxes,
a coupled model does not discriminate between atomic and coupled sub-models and the
global model hierarchy is unknown for the model and its sub-models. The only things
that must be consistent are the inputs and outputs messages that the different compo-
nents share between them.

2.2.3 Why we choose P-DEVS

In biological processes collisions are very common, metabolites collide with proteins and
depending in the binding process mechanism the binding order is so fast that it is useful
to abstract the model from the order in which metabolites were bound to the catalyzer
protein.

P-DEVS handle message collisions throw message bags, so models receive multiple
messages at the same time in a set of messages that are considered unordered. This
property is very useful to model stochastic metabolic pathways where multiple reactions
happen at any time and where collisions are an important part of the phenomenon.

DEVS coupled models have a static structure where sub-models are defined once and
cannot be removed or added during simulation time. This property of the formalism could
be a limitation in a biological system where the physical structures represented by models
are destroyed and generated over time, for example, when compounds are bound to the
catalyzers, they are destroyed and recombined into new compounds.
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In this work we propose to use coupled components to model de cell structures as
compartments and membranes, these structures are static and do not change over time
and thus, there is no problem to use DEVS. All the components that play an active role
and have an associated behaviour, are modelled in atomic components, but because we
need to be able to create and destroy them, and to improve computational power, we do
not use separated atomic models for individual components. Instead, we use multi-state
models, a modelling concept we propose in this work and will be better explained later.
In multi-state models, atomic models represent sets of equal components where states
are collapsed to improve computational performance, and because the number of equal
components is part of the model state, it can be updated in simulation time by a model
transition function.



3. THEORETICAL MODEL

In this section we will introduce the theoretical concepts of the proposed model; first we
explain how we separate the common and particular aspects of biological cells to achieve
generic model classes that can be used to obtain instances for different biological cells.
Second, we introduce the structure of a real biological cell and the proposed mapping
between that structure and the general model structure, finally, we explain how we han-
dle the high number of model components and links generated due the micro-view level
modeling by using multi-state models and a routing system.

In biological cells, active components with common behaviours can be abstracted in
order to create general model classes. A model class is a more general model that instead
of modeling a single component of a biological cell, it describes those properties of the com-
ponent that are common and parametrizes the particular properties that are not common.
For example, Formula 3.1 describes the common behaviour of all non-reversible reactions
of biological cells and Formula 3.2 shows a particular instance of the general model shown
in Formula 3.1 (i.e. a model of a particular non-reversible reaction of a biological cell).

n m 8Fe + Sg — 8FeS
> aisi— Y by n=2m=1
=0 =0 i . a) = 8,&2 =1
a; € substrate stoichiometry (3.1) 6 — Fe. sy — Sq (3.2)
s; € substrate ’
b; € product stoichiometry Zl - ieS
L=

p; € product

The general equation shown in Formula 3.1 tells that every reaction is a process that

takes an initial set of metabolites [aq,...,a,] with certain amounts for each metabolite
in the set [s1,...,s,] and transforms it into a final set of metabolites [b1,...,b,] with
their amounts [p1,...,pm]. The formula 3.2 is a particular instance where the reaction

transforms the initial set of metabolites composed by 8 metabolites of Fe and a single
metabolite of Sg into a final set of metabolites composed by 8 metabolites of FeS.

Because in Cadmium the atomic models are declared as C++ classes, this approach
is easily achieved by just creating a parametrized abstract atomic model class, then, a
model generator uses this abstract class to generate model instances. We are able to use
traditional OOP techniques to define the general atomic model classes that the model
generator module uses to generate the final model (explained later in section 5.2). These
general model classes are saved in C++ header files that will be included and compiled in
the final model executable object.

The defined general model classes are parametrized with the particular values of each
instance to obtain the final DEVS models to use. These parametrized values are individual

properties that are not common to all models of that class, and they must be differently

17
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Fig. 3.1: Example of the model general structure for a very simple cytoplasm with organelles.

defined for each instance of the general model class to obtain a model of a particular
component of a biological cell. Thus, to construct a final DEVS model of a particular
biological cell component, we need first to collect the correct values from that component
to parametrize the general model class and obtain the instance that models that biological
cell component.

This idea also applies to the biological cell structures. Compartments and organelles
remain the same until a cell division is reached. We can generalize the cell’s common
structures and parametrize the non-general aspects. An example of this is the cytoplasm:
all cells have a cytoplasm, but each cell could have zero or more organelles with the same
general structure, thus, the cytoplasm structure can be generalized as shown in Figure
3.1, where the number of organelle components is variable.

The model structures are modelled using DEVS coupled models (explained in 2.2.2).
In Cadmium, coupled models are instances of the cadmium::coupled class, and the con-
structor takes as parameters of the DEVS coupled model: the list of sub-models, ports,
EIC, EOC and IC links. The model generator defines the general structure model classes
as methods (i.e. C++ functions) that consumes parameter values and produces lists of
sub-models, ports, EIC, EOC and IC to construct the coupled model. In order to modify
the general structure classes, we must modify those methods.

To obtain more general models, we separate the biological cell structure model from
the model of the active components. Then, we propose a model of a general cell structure
that parametrizes the values of different cells and where the biological cell active compo-
nents can be modelled independently from the rest, allowing to easily modify or replace
them. Then, the general biological cell model can be instantiated using information of a
real cell.
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Now that we have introduced the idea that a biological cell general structure can be
abstracted, we will show the proposed model of the general structure and how does this
structure map a real biological cell.

All biological cells have a periplasm membrane that wraps the cell. The periplasm
interacts with the extracellular space exchanging metabolites. The periplasm is a complex
membrane composed of two sub membranes, the periplasm outer membrane in charge of
interacting with the extracellular space and the periplasm inner membrane in charge of
interacting with the cytoplasm bulk solution. Also, the cytoplasm has a transmembrane
where reactions that consume metabolites from the extracellular and cytoplasm at the
same time occurs. Even though the periplasm is a membrane, reactions can occur within
it. The periplasm wraps the cell cytoplasm bulk solution, which is a jelly-like fluid that
contains metabolites, enzymes and organelles. Each organelle has an outer membrane
that separates the organelle from the rest of the cell and exchanges metabolites with the
cytoplasm. Also, organelles have an inner space with metabolites and enzymes. In terms
of modelling, a cell can be considered as a hierarchical structure with components and
sub-components where the periplasm is at the highest level and the metabolites at the
lower level.

Each of these biological organelles can be modeled using DEVS; we can build a DEVS
hierarchical structure using almost the same structure observed in the biological cell and
the mapping between the biological cell organization and the structure of the DEVS model
remains simple and clear.

We designed the model hierarchy similar to the explained real cell structure that has a
hierarchical nature. But, there is a significant difference between the model structure and
the real cell structure, instead of defining a single high level model to represent the extra-
cellular space with only one sub-model representing the periplasm and so on, we decided
to model the extracellular, periplasm, cytoplasm and organelles as sub-models that are all
located at the highest level of the model hierarchy. This design decision allows a better
integration of new sub-models that could interact at the same time with components that
would be at different levels, making the model more flexible to changes. Then, the gen-
eral model structure is the coupled model shown in Figure 3.2 where the biological cell
hierarchy is defined by the communication links between the sub-models that represent
the extracellular, periplasm, cytoplasm and organelles. As we can see in Figure 3.2, the
extracellular space sub-model only communicates with the periplasm sub-model, and the
periplasm sub-model communicates with both the extracellular and the cytoplasm sub-
models. Finally, the cytoplasm communicates with the periplasm and with the organelles
sub-models, this communication line defines the same hierarchy present in a real biological
cell.

In the proposed structure, we model each metabolite as an individual an independent
entity obtaining a micro view model that represent the biological cells at the genome
scale. The implemented model structure represents the physical separation of the cell
compartments where reactions and other processes occur. These compartments not only
store subcomponents, but they handle the interaction with other compartments and the
metabolites movement through spaces and bulk solutions. On the other hand, the metabo-
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Fig. 3.2: Mapping between a general biological cell and the general model structure. The DEVS
models are simplified and a better diagram is presented in figure 4.1.

lites are not static entities that are always placed in the same compartment interacting
with the same elements. Metabolites are consumed and created from reactions, and they
can travel from one compartment to another. On the other hand, metabolites do not in-
troduce behaviour by themselves; instead, they are used by the reactions as the substrate
and product. Because of this reason, we have defined the metabolites as weak and dynamic
entities that only exist in the atomic model states and within the messages. Both messages
and component states are not static and, therefore, metabolites can be constructed and
destroyed as needed. Consequently, we are able to model the dynamics of a biological cell
in a micro-view.

Also, as mentioned in [1] and in chapter 1, whenever a metabolic network is modelled
we need to deal with the exponential explosion of possible combination reactions within
the network. We cannot consider every possible pathway; instead, we need to calculate
those pathways that will effectively occur. For this purpose, we have modelled the spaces
as stochastic processes that determine when collisions between proteins and metabolites
happen and send the information to the component in charge of modelling the reaction.
The metabolic network is then not explicitly modelled. For this purpose, we defined atomic
models (called space models) to model the dynamics of how the metabolites and enzymes
collide within a compartment. Space atomic models store in their states the number of
metabolites and enzymes existent in the compartment and use stochastic processes to de-
termine when metabolites and enzymes collide. When collisions occur, the space model
sends the information to the corresponding component in charge of handling the reaction,
and once the reaction is over, the reaction product is sent back to the corresponding space
atomic models to update their number of metabolites and enzymes.

Using a hierarchical and modular structure that represents the physical compartments
of a biological cell allows us to easily improve or even change different components of the
model without modifying the rest. This is important because even if we propose a specific
model for the metabolic network that model spaces as atomic models, other modellers
could change these components to use a different approach that better fits their needs.
For example, they could model the space using Cell-DEVS, which can model spatial as-
pects. Having a hierarchical and modular structure also allows us to add new models and
to connect them to the existing components in order to consider new elements of the bio-
logical cell that were not yet considered, eventually leading to a whole-cell complex model.
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A major problem of working with a micro-view model as the one we propose in this
work is that biological cells have thousands of hundreds of enzymes that are modelled
as separated atomic models. These components are located in the most-bottom level of
the model hierarchy called enzyme sets. The periplasm has four enzyme sets (the outer,
inner and trans membranes and the inner space). The cytoplasm has one enzyme set (the
inner space) and each organelle has two enzyme sets (a membrane and an inner space).
At the same time, each enzyme set has up to thousands of different kinds of enzymes and
there are up to hundreds enzymes of each kind, leading to an enormous number of enzyme
atomic models. This could result in high overhead in the simulation processing system due
to the number of atomic models and links that requires to be correctly coordinated by the
simulator. The simulator coordinator system is in charge of transitioning its sub-models
and sending messages from one model to another through the links when the virtual time
advances. Thus, the simulation time could be very high.

Likewise, the model generation process must generate all the enzyme model instances.
If there are multiple equal enzymes, the generator must generate multiple exact instances
of the same model, and this consumes processing time and memory. On the other hand,
the resulting model is a C++ program that must be compiled, and as we will explain in
section 6, compiling large models also has a considerable overhead.

3.1 Multi-state models

To deal with the problem of having a large number of atomic models, we introduce the
concept of multi-state models to combine all the atomic models representing the same
enzymes in a single atomic model. The state of the new atomic model is the combination
of the state of each enzyme in the set. Also, to improve the simulation process memory,
when we combine all the enzyme states, we can merge the states of those enzymes that
have the exact same value until a transition is executed. Thus, instead of having several
identical states we have a single one. By doing so, we keep the number of components low
enough to run a simulation while still modelling at the genome-scale.

A model state is defined as a set of variables where each variable is a simple or com-
plex object; a transition is a modification of one or several fields of the state. The state
of a multi-state model is a set of pairs (sub-states, ta) that represent the state of all the
models that share the same behaviour associated with their time advance. When the time
advance is calculated, we use the minimum time advance of all sub-states. When the in-
ternal transition function is triggered, only the states with the minimum time advance are
processed, and the rest is updated using the elapsed time. Because the grouped models
are equals, each sub-state in the array has the same fields and the transition rules are the
same for all of them. Thus, we can define a multi-state model for any atomic model as
follows:

If we have a DEV atomic model M =< X4,Y4,54,ta4, 0cxt s dint s> Oconfas X4 >. Then,
we define its multi-state model as M,,,;; =< XY, S,ta, dext, dint, Oconf, A > Where:
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X =Xjy4.

Y =Yy

S ={{(s,t)|s € Sa,t € R}}.

o ta(s): min{s'.t|s' € s}.
The time advance is the minimum time advance between all the state sub-states.

o Seut(te,0,8) : {(Gexry (te, 20, 8"), tan(Seut, (te, 20, 5)))|s’ € s}.
All the model sub-states will be forced to an external transition by the original DEV
formalism definition. Thus, the time advance must be calculated for all the new sub-
states using the composition of the time advance of the current sub-state external
function.

® 0int(8) : {(Oint, (), tan(dine, (8))|s" € sif taa(s') =ta(s)}U{(s.s,s . t—ta(s))|s €
s if taa(s") > ta(s)}.
All the model sub-states with the minimum time advance are the sub-state that must
transition in the triggered internal time, for these sub-states, the new time advance
must be calculated using the composition of the time advance and the current sub-
state internal function. For the rest of the sub-states, their time advance must be
updated according to the elapsed time.

® Sconf : {0conts (20, 8")|s' € sif taa(s') = ta(s)}U{Sest, (ta(s), b, s)|s' € sif tas(s') >

ta(s)}.

Following the definition of DEV, the confluence transition must be triggered for all
the sub-states that have an internal transition scheduled at the same virtual time
at which the external events occur. For the remaining sub-states, the external tran-
sition must be triggered with the current global state time advance as the elapsed
time (i.e., the time advance of those sub-states that are handled by the confluence
function).

o N:{Aa(s)|s'es if taa(s) =ta(s)}.

Similarly, we can allow the original transition functions of the sub-states model to
create multiple states appending those new states to the sub-states array. This can be
interpreted as a non-deterministic DEV model in which states can transition to a state set
instead of transitioning to a single state. If the set is empty, the sub-state is eliminated.
This mechanism allows to create and destroy atomic models dynamically.

Because now multiple atomic models are combined into a single multi-state model, the
newly single model will receive all the messages directed to the original atomic models.
Therefore, each time a message arrives at the multi-state model, it is necessary to deter-
mine to which original model the incoming message goes, in order to trigger the external
transition only for the sub-state corresponding to that original model. For example, in
Figure 3.3.a (normal model), we have that the model A sends messages to the model C1,
and the model B sends messages to the model Cn. Then, when we combine models C1,
..., Cn into a single multi-state model (as defined earlier) we need to link the model A
and B to the new multi-state model. In this case, when the model A sends a message to
(C1, ..., Cn), the external transition function should be triggered only for the sub-state
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Fig. 3.3: Example of port mapping in a multi-state atomic model.

corresponding to the model C1 (sub-state S1), because the model A is connected to the
model C1 but not to the remaining combined models (C2, ..., Cn).

A simple solution to this problem is to add all the existing ports in the original models
to the multi-state model. Each port will then be mapped to the sub-state corresponding
to the original model of that port. In this way, all the messages arriving at a particular
port will trigger an external transition in the sub-state associated with that port, without
affecting the other sub-states. For example, in Figure 3.3.b (using a multi-state model),
the model A is connected to the multi-state model (C1, ..., Cn) using the same links that
linked the model A with the model C1 in the original model (Figure 3.3.a). Those ports
are also mapped to the sub-state S1 (the sub-state of the original model C1). Then, each
time the model A sends a message to the multi-state model, those messages will trigger
a transition of the sub-state S1 without modifying the rest of the sub-state. This is the
correct behavior since in the original model in Figure 3.a, model A only sends messages to
the model C1. Thus, only the sub-state of C1 should be modified when A sends a message
to the multi-state model (C1, ..., Cn).

Similarly, we can map the output messages generated by the model sub-states to dif-
ferent output ports. In that way, output messages of a sub-state are sent to the right
destination. Figure 3.3 illustrates the mapping between the multi-state model input and
output ports and the sub-states.

By using multi-states models we significantly decrease the atomic model’s amount by
grouping equal enzymes in a single model; nevertheless, as we already mentioned, there are
thousands of hundreds of enzymes. Consequently, we have a considerable number of links
to connect each enzyme to other components. Because enzymes are located in enzyme sets
within compartments, we are able to reduce the number of existent links by unifying all
the links that communicate with the same components, and then we redirect the messages
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Fig. 3.4: A model routing system where a compartment space sends metabolites to enzymes from
different compartments.

within each component.

3.2 Events routing system

We have used a routing system with similar concepts to network protocols, where routing
tables are used to determine the next component where to send messages. Each space
model needs to send the metabolites that are ready to react to the enzyme atomic model
in charge of handling that reaction. For this purpose, it uses a routing table that indicates
which port is connected to each enzyme set and the metabolites are sent to the enzyme
set where the enzyme belongs. Once the messages are received by the enzyme set, a router
is used with a new routing table to redirect the metabolites to the corresponding enzyme
multi-state model. Figure 3.4 shows an example of a simple model architecture for a space
that sends metabolites to multiple enzyme sets in different compartments and the corre-
sponding routing tables associated with the model.

In Figure 3.4, space only knows to which port it must send the metabolites depend-
ing on the enzyme compartment. Once the enzyme reaches the compartment, a router
redirects the metabolites to the corresponding enzyme within the compartment.

By using this routing mechanism, we keep the model top-levels links simple and only
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the lowest levels include several links from the routers to the enzyme models. This im-
proves the simulation performance because only the bottom level coordinators deal with
most of the links.

This routing system is a modelling mechanism not related to the modelled phenomenon,
and it should be transparent to the simulation results without adding any additional delay
in the simulating virtual time. Router models wait for incoming messages, and when that
happens, an instantaneous internal transition is scheduled to output the routed messages
using zero time units.
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4. THE MODEL ARCHITECTURE

Now that we have introduced the theoretical concepts of the model’s architecture we will
explain the implementation of the architecture in a top-down fashion. First, we will explain
the coupled models’ structure, and then we will explain the atomic models’ behaviour.

4.1 Coupled models

The architecture of the top model represents an abstraction of a real biological cell in-
teracting with the extracellular space. It is therefore composed as shown in figure 3.2:
an extra cellular space model, a periplasm model, which includes three sub-models repre-
senting the outer, inner and trans membranes of the periplasm, a cytoplasm model and
multiple organelle models.

Because in biological cells metabolites can travel from the extracellular space to the
cytoplasm (passing through a trans-membrane reaction, or moving to the periplasm bulk
and then to the cytoplasm through the periplasm outer and inner membranes), we rep-
resented the extracellular space as a compartment linked with the periplasm outer and
trans-membranes to send and receive metabolites from it. Likewise, metabolites can travel
from the cytoplasm bulk to any organelle bulk by first passing through the organelle’s
membrane. Consequently, we have a link between the cytoplasm and each organelle.

Commonly, organelles have only one membrane, but this could not be the case and
we consider a variable number of membranes. Each membrane can communicate with
the organelle’s bulk solution and with other models outside the organelle. By generaliz-
ing the organelle membranes, we can consider the periplasm just as any other organelle
with three membranes (inner, outer and trans). Then, the cytoplasm and extracellular
space models have links to the corresponding organelle membranes to which it can interact.

In biological cells, metabolites travel through the compartments in transport enzymes,
but they are also catalyzed by non-transport enzymes, allowing the cell to produce energy
and to transform metabolites. For this reason, each compartment model has an inner
enzyme set where those reactions occur.

Figure 4.1 shows the coupled TOP model structure of the cell. In this structure, each
sub-model represents a physically separated compartment, and the links between two sub-
models represent that those compartments exchange metabolites.

On one hand, as a compartment has one or multiple membranes, each sub-model has
one or multiple input ports to receive metabolites through its different membranes. For
example, the Periplasm model has three membranes and therefore it has three input ports
(one for each membrane). Then, other models are able to send metabolites to the different
Periplasm model membranes by sending them to the correct port. The Periplasm outer
membrane is connected to the port named “O”, the inner membrane is connected to the
port named “I” and the trans membrane is connected to the port named “T”. Then,

27
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Fig. 4.1: The DEVS coupled structure: The periplasm ports communicates with its outer (O),
inner (I) and trans (T) membranes. The black labels in the sub-models indicate their
coupled model general class.

as in real biological cells, the extracellular space only interacts with the Periplasm outer
and trans membranes, the extracellular space model is only connected with the periplasm
model input ports “O” (outer membrane) and “T” (trans membrane). Likewise, in real
biological cells, the Cytoplasm communicates with the periplasm through the inner and
trans membranes and then, the Cytoplasm model has links connected to the Periplasm
model input ports “I” (inner membrane) and “T” (trans membrane).

On the other hand, each model has one output port for each external membrane (mem-
branes of other models) to which it sends metabolites. For example, the Cytoplasm model
sends metabolites to two different Periplasm model membranes and to all the organelle
membranes. Therefore, it uses two different output ports to connect to the Periplasm
input ports (one for each membrane) and one different output port for each organelle. In
this way, the Cytoplasm can send metabolites to one of the Periplasm model membranes
by sending the metabolite through the output port connected to the correct Periplasm
model input port connected to that membrane.

Finally, all the coupled top model sub-models are coupled models that will be explained
later on in this chapter.

The Nucleus is an important sub-system of biological cells, but not all cells have
one, and by modelling the Nucleus we would restrict which cells can fit in the proposed
structure. Furthermore, the Nucleus could be modelled by either adding a new component
as mentioned before, or by considering the Nucleus as a new organelle (as we did with the
periplasm).

4.1.1 The periplasm coupled model

In the biological cells, the Periplasm transports metabolites from the extracellular space
to the cytoplasm through different membranes. It can also catalyze reactions in its inner
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space (a bulk solution) to transform metabolites as part of the cell metabolism. Because
of this, we represented the periplasm as a coupled model composed of three membrane
enzyme sets models (representing the outer, inner and trans membranes), and a com-
partment with a bulk solution model where we handle the reactions occurring within the
Periplasm.

The Periplasm membrane enzyme sets are models that connect the different com-
partment to exchange metabolites through transport reactions. Transport reactions are
reactions whose main purpose is to transport metabolites between compartments. For
this purpose, transport reactions consume and produce metabolites from different com-
partments; a metabolite in a compartment can be consumed by a transport enzyme that
will produce the same metabolite in a different compartment. Likewise, transport enzymes
can modify metabolites in the transportation process. Consequently, the metabolites that
are consumed are not always the same as the metabolites produced.

The Periplasm membranes are the inner, outer and transmembrane models. The in-
ner membrane model connects the Periplasm model with the Cytoplasm model and the
reactions in the inner membrane consume and produce metabolites from the Cytoplasm
and the Periplasm models. The outer membrane model connects the Periplasm model
with the Extracellular space model and therefore, reactions in the outer membrane model
consume and produce metabolites from the Extracellular and Periplasm models. Finally,
the transmembrane model connects all three models at the same time (Periplasm, Ex-
tracellular and Cytoplasm) and therefore it consumes and produce metabolites from the
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Fig. 4.2: The Periplasm coupled; Black labels in the sub-models indicate they are instances of
those coupled model classes.
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three models. Figure 4.2 shows the Periplasm coupled model structure where the links
represent the connections we have just explained.

The metabolite flow within the Periplasm model is as follows:

On one hand, reactions occurring within the periplasm that are not transport reactions
are modelled in the inner space coupled model. This model is an instance of the general
bulk solution coupled model explained in section 4.1.2.

On the other hand, when the inner space coupled model determines that metabolites
have collided with enzymes located in the Periplasm membranes, the inner space sends the
metabolites to the membranes. The membranes also receive metabolites from other com-
partments (by the Periplasm input ports) and generate the metabolite exchange process
between other compartments and the periplasm model.

4.1.2 The general bulk solution coupled model

The Extracellular, Cytoplasm, Periplasm and organelles inner space are different instances
of the general bulk solution coupled model class. A bulk solution represents a space where
reactions are catalyzed and where metabolites are exchanged with the compartment mem-
branes. On one hand, the Extracellular and Cytoplasm bulk solution interacts with the cell
membrane, which is the Periplasm membrane model. On the other hand, the Periplasm
and organelles inner spaces interact with their own compartment membranes.

The general bulk solution model represents either a compartment without membranes
(as it is the case of the Extracellular space and the Cytoplasm) or a sub-model of a com-
partment with membranes that has its own inner space (as it is the case of the Periplasm
and Organelles). In both cases, the bulk solution model only exchanges metabolites with
membrane models, and for each related membrane, it uses a different port. Figure 4.3
shows the general bulk solution coupled model.
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Fig. 4.3: The general bulk solution coupled model. Black labels in the sub-model indicate the
coupled model class, the white triangle in the sub-model corner indicates that it is an
atomic model.
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Because bulk solutions directly communicate with external membranes and can be
part of compartments models, they do not have their own membranes. Instead, bulk solu-
tion coupled models have one input port that directs all the incoming metabolites to the
bulk solution space model and multiple output ports (each one connected with a different
membrane).

The metabolite flow within a bulk solution model is as follows: the space atomic model
represents the spatial distribution and movement of metabolites and enzymes inside a com-
partment. The space also models the collisions between metabolites and enzymes using
a stochastic process explained in section 4.2.2. Each time the space model determines
that metabolites have collided with enzymes, the space model sends the metabolites to
the corresponding enzyme model that represents the process of metabolite binding and
reacting, which is explained later in section 4.2.1.

The enzyme atomic models are located in enzyme set coupled models that can ei-
ther represent a compartment membrane or a compartment internal metabolism (i.e. the
enzymes catalyzing non-transport reactions within a compartment). The compartment’s
internal metabolisms are represented by the inner coupled model of the bulk solution
model. Thus, every time the space model determines that a metabolite has collided with
an enzyme of the compartment metabolism, the space sends the metabolite to the inner
coupled model. The space not only has information about the enzymes in the inner model,
but it also has information of the enzymes of related compartments (i.e. enzymes that are
connected to the bulk solution through the output ports). The space calculates collisions
for all the enzymes and if a metabolite has collided with an enzyme outside the bulk
solution, the space sends the metabolite through the corresponding output port.

4.1.3 The organelle coupled model

A biological organelle is a cell element specialized in handling one or multiple functions of
the cell. In this work, we have modelled a general organelle as a coupled model with multi-
ple membranes that communicates with the organelle inner space (a bulk solution model)
and with other compartments. The organelle structure can be seen as a bulk solution
wrapped by membranes that communicate the bulk solution with other compartments.
Figure 4.4 shows the coupled model of a general organelle.

It is worth to recall that in the structural framework proposed in this work, every
component can be modified, replaced, added or even removed. If a cell has an organelle
that does not fit the proposed structure here, or if the modeller wants to use a macro-view
model for one or more organelles, they are able to add their model to the structure and
to communicate that model as a new organelle model.

As shown in Figure 4.4, the general organelle model has an arbitrary number of mem-
branes “N” and an arbitrary number of output ports “M”. Each membrane is only con-
nected with those output ports that communicate the organelle with compartments that
interact with that specific membrane. For example, in the case of the Periplasm (that is a
particular case of an Organelle), The outer and inner membranes are connected with only
two output ports while the transmembrane is connected with all the three output ports.
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Fig. 4.4: The general organelle coupled model with multiple membranes, the periplasm model is a
particular instance of this structure.

Likewise, an organelle has one input port for each membrane.

In a biological cell, organelles are placed in the Cytoplasm; consequently, Organelle
models send and receive metabolites from the Cytoplasm model. In the proposed structure,
an organelle can be considered as a very simple cell model with its own metabolic network.
Then, the metabolites flow is encapsulated and neither the Cytoplasm knows what happens
with them inside the organelles nor the organelles know what happens with metabolites
in the Cytoplasm.

4.1.4 The enzyme set coupled model

The final coupled structure is the enzyme set, a simple model where a set of enzyme atomic
models are grouped under the same compartment. The grouping of the enzymes allows
the space models to direct the metabolite messages using the routing system explained in
section 3.2 by sending the messages to the corresponding enzyme set, instead of sending
the message to each enzyme. This reduces the space models outgoing links. Figure 4.5
shows the coupled model structure of the reaction set.

Because all the atomic enzyme models are linked to the same output ports, they use
the same routing table to route their messages to the space models outside the enzyme set.

4.2 Atomic models

Now that we have already explained the model structure (coupled models), we will explain
the atomic models.
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Fig. 4.5: An enzyme set with the router and the enzyme atomic models.

4.2.1 The general enzyme model

As we have already mentioned, an enzyme can handle multiple reactions. Then, consider-
ing that:

1. Each reaction consumes and produces different metabolites and have different rates
and bounding constants.

2. Reactions are not physical elements of a biological cell, but they are the final behavior
of an enzyme when it is catalyzing a reaction.

3. We used model components to only represent physical elements of a biological cell.

We decided not to model each reaction as a different atomic model (and the enzyme
as a coupled model with reactions inside). Instead, enzymes are defined as atomic mod-
els that, within their internal logic, they handle the multiple reactions they can catalyze.
Each time the enzyme atomic model receives metabolites messages, it will determine which
reaction logic should trigger for those metabolites. On the other hand, two reactions can-
not occur at the same time in a single enzyme, therefore, the enzyme is a model that can
behave like one and only one of its reactions at a time.

Also, as we have already mentioned, there are several identical enzymes within a com-
partment, because of this, in order to avoid unnecessary simulation overhead, we have
implemented the enzyme atomic model as a multi-state model.

To make it easier to understand the enzyme atomic model, we will first explain the
model as a single DEVS atomic model and we will then expand it to a multi-state model.
Also, To better understand the enzyme atomic model, we will first separate the general
attributes of an enzyme model (those that must be instantiated when generating a final
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model and remain constant during the entire simulation) from the enzyme model dynamic
state (those that change at runtime).

The enzyme attributes and states are as follows:

e Attributes:

— Enzyme reaction: (defined for each handled reaction)

x Rate: A constant that indicates how long the reaction takes.

* Substrate stoichiometry: A set of metabolites associated with amounts that
indicate the left side of the reaction stoichiometry formula.

x Product stoichiometry: A set of metabolites associated with the right side
of the reaction stoichiometry formula.

* Kofpsrp: The Kypp constant for rejecting Substrate To Product (STP)
metabolites.

* Kopfprg: The Koy constant for rejecting Product To Substrate (PTS)
metabolites.

* Reject rate: A constant that indicates the rate at which metabolites are
rejected for that reaction.

— Enzyme: (not related with the enzyme reactions above)

* Routing table: a table that indicates where we send must each rejected or
produced metabolite.

e Enzyme reaction state: (defined for each reaction)

— Bound substrate: A set of pairs (compartment, Boolean) indicating whether
the substrate coming from a compartment is bound or not.

— Bound product: A set of pairs (compartment, Boolean) indicating whether the
product coming from a compartment is bound or not.

— Status: one of Binding, Rejecting, Reacting

The product and substrate stoichiometry attributes are instances of the Formula 3.1
that indicates the equation of the reactions substrate and product. The enzyme model
uses the reactions stoichiometries to determine which reaction must be triggered based
on which stoichiometry consumes the received metabolites. Once the enzyme determines
the reaction that must be handled, the enzyme will use the attribute and state of that
reaction until the reaction finishes.

We use a simple binding process in which we assume that once the first metabolite is
bound, the rate at which the remaining metabolites bind increases more than the time
step explained in section 4.2.2. Thus, we can consider that all metabolites from the same
compartment arrive at the same time, reaching a binary state of all bound or none bound.
Consequently, bound substrate and product are Booleans.

The general enzyme model state flow is as next: The enzyme model starts in the status
“Binding” with the bound substrate and product of all the reactions set as false for all
the related compartments (compartments that send metabolites to the enzyme). Once a
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metabolite arrives, the status will be updated to determine one of the next values: “Re-
jecting”, if incoming metabolites are rejected, “Reacting” if all the related compartments
already sent their metabolites and incoming metabolites are not rejected, or “Binding” if
not all the related compartments have already sent their metabolites. The enzyme model
can only accept incoming metabolites in the “binding” status and if its status is “reacting”
or “rejecting” then, it will remain in that state for the time specified by the reacting or re-
jecting rate attribute, once the rate time is over, the reaction sends the product or rejected
metabolites back to the corresponding compartments and comes back to the “Binding”
status.

The enzyme rejects the incoming metabolites with a probability based on the K,f
disassociation constant following the rule of Formula 4.1. Once the reaction starts, the
reaction rate constant indicates how long the reaction will take until the produced metabo-
lites are ready.

P(X > K,tf) where X ~U(0,1) (4.1)

Also, the enzyme rejects the incoming metabolites if there is a reactions conflict. This
occurs when the enzyme is in “binding” status, but some compartments already sent their
metabolites. Then, the incoming metabolites must belong to the same reaction of the al-
ready bound metabolites. If the incoming metabolites and the already bound metabolites
are from different reaction stoichiometries, then the metabolites are rejected.

An enzyme can in some cases handle reactions in both directions (substrate to product
and product to substrate). When this is the case, each direction is considered a different
reaction and therefore they cannot be handled at the same time. Thus, once metabolites
from a compartment are bound as substrate, no product can be accepted until the reaction
is over and vice versa.

Figure 4.6 Show the DEVSGraph diagram of the enzyme state transitions. The circle
in the continuous lines (external transitions) shows the probability that the model will
use that path if all conditions are satisfied. Note: The loop transition from “Binding” to
“Binding” and the transition from “Binding” to “Reacting” are disjoin conditions, i.e.,
they cannot be satisfied at the same time.

Once we define each enzyme, we compose multiple equal enzyme models in a multi-
state model. First, we will introduce some important and simple definitions:

e Enzyme equality: Two enzymes are equal if the values of their attributes are equal.

e State equality: Two enzymes have equal states if they are equal enzymes and their
states are equals.

The multi-state enzyme is the application of the definitions explained in 3.1 to the
single enzyme model we have just discussed, but we also merged the equal states because
we do not care to which enzyme the metabolites were sent to. Instead, we only need to
know how many enzymes are in each state at any given virtual time (Binding product,
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Fig. 4.6: The reaction atomic model DEVSGraph.

Binding substrate, Reacting and Rejecting).

Taking under consideration that we do not need to identify each enzyme, we can define
the sub-states array elements as pairs (State, Amount) where the Amount indicates the
number of enzymes that are currently in the specified State. Using this system, when-
ever metabolites arrive from the spaces, the external transition calculates the metabolite
amount that can be accepted depending on the available number of states that can ac-
cept those metabolites and for the acceptable metabolites, it calculates how much will be
rejected by applying the rejecting Formula 4.1 once for every acceptable metabolite. This
mechanism could be optimized to calculate the rejected amount in a single step for all the
acceptable metabolites with a more general formula obtaining a multi-level view model,
but for this work, we propose a micro-view model and we keep the simple Formula 4.1 to
calculate whether metabolites are rejected or accepted.

Finally, the enzyme atomic model confluence function is very simple. We first call
the internal function and then we call the external function with an elapsed time equal
to zero. This is a modelling decision that has no other motivation than obtaining more
probability to bind new metabolites by first calling the internal function where we free all
the reacting and rejecting reactions.

Two equal enzymes within the same multi-state model will send and receive metabo-
lites to and from the same compartments. Because of this, every time there are metabolites
to send from the enzyme multi-state model to one or multiple compartments, instead of
sending one message per metabolite we group metabolites by their destination compart-
ments. In this way, all the metabolites directed to the same compartment are sent in
a single message, reducing the simulation message routing overhead. Then, once all the
metabolites are correctly grouped, a routing table is used to determine by which port
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the metabolites must be sent to reach the corresponding compartment using the routing
system we have explained.

4.2.2 The general Space model

The space model represents the collisions between metabolites and proteins that are float-
ing in the compartment bulk-solution. This model uses the following state values:

e Floating: all the metabolites and enzymes are in the bulk solution.

e Accepting metabolites: there are new metabolites in the compartment, incrementing
the total number of metabolites in the bulk solution.

e Colliding: represents the process used to calculate the collision that happened in an
interval of time in the compartment.

e Sending Metabolites: represents the process of sending the metabolites that have
collided with enzymes to the corresponding enzyme models.

The model starts in the “Floating” state. Using fixed-length intervals, it calculates
which metabolites have collided. At the end of each interval, the model sends each colliding
metabolite to the corresponding enzyme. For this purpose, at the end of each interval, the
model triggers a sequence of two instantaneous internal transitions. In the first transition,
the model goes to the “Colliding” state, where it calculates all the collisions that occurred
since the last internal transition using the Algorithm 1. Then, in the second transition, it
switches to “Sending Metabolites” and it sends the metabolites that have collided to the
corresponding enzymes. Finally, the model returns to the “Floating” state where it will
remain for the duration of the interval.

Each time an external event occurs, the model switches to “Accepting metabolites”
and it increases the number of metabolites in the compartment.

Figure 4.7 Show the DEVSGraph diagram of the space atomic model. The time ad-
vance of the “Floating” state is only calculated when transitioning from the “Sending
metabolites” state. For the remaining transitions to the “Floating” state, the time ad-
vance is the interval time minus the elapsed time from the last “Sending metabolites”
state. This is because we want fixed time steps to calculate collisions.

To understand the logic of the space atomic model, we will first focus on the real biolog-
ical binding mechanism that we have modelled. There are multiple binding mechanisms;
one of the most common (which we used here) is as follows. Enzymes and metabolites float
in the bulk solution, and when a metabolite is near an enzyme, they can collide. When a
metabolite collides with an enzyme there is a chance that the metabolite will bind with
the enzyme. The probability of this event is not independent of the current enzyme state.
Instead, every time an enzyme binds to a new metabolite, the chances to bind to new ones
increase exponentially.
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Algorithm 1 Calculates the enzyme and metabolites collisions

10:
11:
12:
13:
14:
15:
16:
17:
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2
3
4
5:
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7
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: procedure CALCULATE_COLLISIONS(state, Konprg: Kongrp)

collisions + {}
for enzyme € state.enzymes do
Pkons < H
for reaction € enzyme.handled_reactions do
Prons < Prons - [< reaction, ST P, Ppaytial binding(Teaction, Kopgpp) >]
if reaction is reversible then
Prons < Prons - [< reaction, PT'S, Ppartial binding (reaction, Kopprg) >]

if > c).. p>1then

Pkons < [ Phon P | pE pkons]
P€Pkons

X« U(0,1) > Uniform random value
for i € [0,...,|Prons|] do -
if Z;j)il PkOTZSj <X < Z;zz) PkonSj then
collisions < collisions U {Drons, }

return collisions

Aeoepling
metabolit

Accepting
miata badit
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Fig. 4.7: The Space DEVSGraph. The double line (continuous and dotted) represents a confluence

function.
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To model the binding mechanism that we have just explained, we consider that once
an enzyme binds to the first metabolite, the probability to bound the remaining needed
metabolites is close to one (because it increases exponentially). Because of this, once an
enzyme binds the first metabolite, we can assume that it will bound all the remaining
metabolites it needs to react. Thus, we use a binary probability function where the en-
zyme binds all the metabolites it needs to react to, or it does not bind any metabolite at all.

Some enzymes consume metabolites from different compartments. In this case, the
binding process is independent for all the compartments and each space model will calcu-
late the binding process without knowing the state of other compartments.

To calculate the binding probability, we use a spatial stochastic formula that considers
the space volume to calculate the metabolite concentrations as shown in formula 4.2, where
L is the Avogadro constant used to deal with the fact that concentrations are calculated
in moles unit and in our micro-view model we have the metabolites in metabolite amount
units.

_ | Ail
[Ai] =
L x compartment_volume

Multiple enzymes can bind metabolites of the same type. Then, if an enzyme binds
a metabolite, the concentrations of that metabolite type decreases. To model this, we
use a uniform random distribution to determine in which order the enzymes will bind the
metabolites. Each time an enzyme binds some metabolites, the free metabolites amount
is updated, and the concentrations decrease for the remaining free enzymes.

Likewise, an enzyme can handle multiple reactions depending on which metabolites
the enzyme bounds. To model this, we use a two-step process where we first use the
formula 4.3 to calculate the partial probability of the enzyme to bind the metabolites of
each reaction that it handles. Then, we use the formula 4.4 to integrate all the partial
probabilities and determine which metabolites will bind the enzyme. As formula 4.4 uses
the interval [0, 1], we normalize the single probabilities to fit in the interval when the sum
of all the single probabilities is greater than 1.

*kon

Ppartial,binding(Teacm’on7 kon) = el_[?:O[Ai]
A; € reaction stoichiometry. (4.3)
n : number of elements in the stoichimetry.

K,, : association constant.
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j=i—1 j=i
Pbind(ri) = P( Z Ppartial,binding (Tju Konj) <X < Z Ppartial,bmding (Tj, konj))
=0 =0
X ~ U[O, 1] (4.4)

rj : j € [0,n] the j-th reaction handled by the enzyme in some arbitrary order.

n : number of handled reactions.

The formula 4.4 splits the interval [0, 1] into n 4 1 disjoint subintervals. Each interval
represents a different reaction handled by the enzyme. The duration of each interval is
determined by Formula 4.3, according to the concentration in the compartment of the
metabolites involved in the reaction. Once the interval [0, 1] is divided, we use a uniform
random variable to choose one of the sub-intervals. Finally, the enzyme binds the metabo-
lites of the reaction represented by the chosen interval. The last interval (the number
n + 1) represents a case where the enzyme does not bind any metabolite. The length of
the last interval (the interval number n + 1) is not obtained from Formula 4.3; instead, it
is the remaining space once the first n intervals are calculated.

When external events occur, new metabolites arrive at the space model and the num-
ber of metabolites must be incremented. Then, the space state is updated to consider the
incoming metabolites and they will be available in the next scheduled internal function
when collisions are calculated. Each time that metabolite is sent to an enzyme, the space
atomic model decrements the number of enzymes of that type until the enzyme returns
the rejected or produced metabolites.

4.2.3 The router model

The router is a very simple model that redirects incoming messages through the corre-
sponding ports depending on the message enzyme ID field. The model uses a routing table
which is a key value map of enzyme IDs and port numbers.

This model is used for performance purposes (as explained in section 3.2) and it does
not model any part of a biological cell. Thus, this model must not have any impact on
the simulation results. Because of this, the incoming messages are routed in zero virtual
time.

The model behaviour is as follows: the model remains passivated until one or more
messages arrive. Then, the external transition saves the messages in the model state and
schedules an internal transition in zero time. After the external transition ends, the output
function sends the saved messages through the corresponding ports. Finally, the internal
function clears the messages and comes back to the passive state. Figure 4.8 Show the
DEVSGraph diagram of the router atomic model.
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5. METABOLIC PATHWAYS AUTOMATIC M&S AS A SERVICE

As we have already mentioned, the concrete goals of this thesis are to:

1. Propose a general structure that serves as a modelling framework for biological cell
models.

2. Implement a web platform for automatic modelling of biological cells metabolic path-
ways that consumes SBML file to generate the model.

Until now, we have discussed the first goal: in chapter 3 we introduced the theoretical
model and in chapter 4 we introduced the model architecture (coupled and atomic models).
Here we will discuss the second goal by introducing a Web architecture and a user interface
flow. Next, we will explain the automatic model instantiation process using SBML files of
particular biological cells. Finally, we will introduce different modules that we have built
for this project but are independent and generic to be reused in other projects as well.

5.1 Web platform architecture for automated M&S from SBML in DEVS

In this thesis, we defined a platform that allows a remote access to the automatic M&S
application system. For this purpose, we used a classic client-server architecture where
clients send commands to the server, the server then executes the commands and returns
results back to the clients. The proposed platform was implemented in Django, a Python
framework for back-end development [13] that handles all the automatable parts of a web
platform. For example, Django handles HTTP requests from clients and redirects their
messages to a given controller function; then, it sends the function results back to the
clients. Django also handles all the interaction with database engines, automating SQL
query generation processes. Django ALSO allows running multiple applications in a single
server [38]. Django integrates the different applications using the Django URL routing
system [39]. Using these features, we can build a complex platform based on multiple
simpler applications running in the same server.

Django uses a design paradigm very similar to the well-known Model View Controller
(MVC), which is a design concept mainly used in client-server web applications because
it introduces a perfect decoupling between the server data state that must be persisted,
the client user interface and the controllers that communicate the client interface with the
data models. In an MVC design, modules are separated as follows:

e The model (M): a logical representation of the data. The model is not the data
itself, but an abstraction that allows to work and manage data without the need
of handling an underlying database. Because of this, persisting and managing data
becomes independent from the database engines being used.

e The view (V): a user interface (UI) layer that defines how the client sees the server
data. The View also allows the client to send commands and new data to the server
in order to modify the current server data state.

43
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e The controller (C): handles the information exchange between the model and the
view. The controller manages all the logic that modifies the current server data state
using the model layer and sends the correct interface to the client using the view
layer. Likewise, the controller manages the commands and data sent by the client.

Developers must specify each one of these items in a Django application and plug the
applications in the Django server.

In this thesis we developed a set of Django applications called MPath-MS (Metabolic
Pathways Modelling & Simulation), which provide a web platform for automatic modelling
and simulation of biological cells metabolic pathways. The applications developed are:

e PMGMP (Parsing and Model Generation of Metabolic Pathways): it manages the
SBML files and the DEVS model generation process from the SBML files.

e DEVSDiagrammer: used to visualize the generated DEVS model structure that
allows exploring the different model levels.

e Sim-RT-Runner: it provides the client with a way to run simulations of the generated
DEVS models and to visualize the results in real time.

All these applications are plugged into a Django server that redirects the incoming
HTTP requests to the corresponding application to integrate them in a single server.

Figure 5.1 shows the UML diagram of the general architecture of MPath-MS. The inter-
process communications are represented with arrows. The inter-module communications
(different modules in the same process) are represented with diamond arrows, indicating
a module is a collaborator of another module.

As shown in Figure 5.1, the client communicates with the Django HTTP server, which
uses the implemented applications to handle the request and send a response to the client.
Even though the applications are Django applications, they interact with the server oper-
ating system to compile the generated models, store them in the server file system, execute
new simulation processes and manage them as independent processes running outside the
Django platform.

Each application communicates with the operating system to execute different tasks:

e The PMGMP application generates and compiles Cadmium models (C++ programs)
using the uploaded SBML files and stores them in the file system. Likewise, each
time a new model is generated, the PMGMP application generates a JSON model
diagram also stored in the file system.

e The Sim-RT-Runner creates new process in the server to run the compiled models
stored in the file system and start simulations that will keep running until it stops
them. In another hand, simulation results are directly stored by the simulation
process in a separated MongoDB database, then, the Sim-RT-Runner reads the
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MongoDB database outside the Django model system to obtain the simulation results
in real time and show them to the client.

e The DEVSdiagrammer application uses the JSON model diagrams generated by the
PMGMP application to show to the client a visual and interactive diagram of the
generated models.

The platform has a Django front-end (View) to allow the clients communicating with the
server. The clients use the front-end to achieve the following tasks:

1. Upload and manage SBML files.

2. Generate models using the uploaded files.
3. Visualize model structures.

4. Run simulations.

5. Visualize simulation results in real-time and download them in CSV format.

The client interaction flow is the following: the client starts by uploading SBML files
that will be stored in the server. Once the SBML files are uploaded, the client can display
the list of available SBML files and generate the desired DEVS models. At any moment,
the client displays the list of generated models and starts simulations. Finally, once a sim-
ulation started, the client is redirected to the result visualization module, where a polling
system is used to update the graphics of the simulation results in real-time. Simulations
only stop when the client manually stops them.

The platform uses the model generator explained in section 5.2 to generate and compile
SBML files. Currently, the user cannot make any modifications to the model generator,
but the platform is stored in a GitHub project that can be downloaded, modified, and
redeployed in a new server. Future work could consider adding the possibility of customiz-
ing the model generator from the client user interface by adding a new Django application
in charge of handling the modifications.

To better understand the entire model generation and simulation flow, we use the
example shown in Figure 5.2. The example shows a common use case, where an SBML
file is first uploaded to the server, then the model is generated, and finally, the simulation
starts. Once the simulation is started, the client is redirected to the real-time visualization
module.

In Figure 5.2 we can see the entire client-server interaction flow, the client starts the
communication by uploading an SBML file. The PMGMP application stores the SBML
file and redirects the client to the “SBML file list” view. Next, the client sends to the
PMBMP application a request to generate the model. For this purpose, the application
consumes the already uploaded SBML file from the file system, generates the model and
stores the generated model and JSON diagram in the file system. Omnce the model is
generated and compiled, the PMGMP application sends a confirmation message back to
the client. The client then goes to the “Generated model list” view and sends a request
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Web platform architecture for automated M&S from SBML in DEVS

5.1.
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to start a simulation to the Sim-RT-Runner application. The Sim-RT-Runner gets and
executes the model from the file system. Once the simulation is running, the simulation
process starts storing the simulation results in the MongoDB database and the Sim-RT-
Runner redirects the client to the “RT Simulation visualization” view, where the client
start fetching the simulation results by sending multiple requests to the Sim-RT-Runner
application. Each time the client sends a request, the Sim-RT-Runner application reads
the MongoDB database to get the results stored by the simulation process and return the
result to the client.

In this example, the client never displays the generated model DEVS structure. Be-
cause of this, the DEVSDiagrammer application is not part of the example process. But,
whenever the client wants to check the generated model DEVS diagram, it goes to the
” Generated model list” view and sends a request to the DEVSDiagrammer application to
display the model diagram.

As we have already mentioned, the C++ simulation program (model) is an indepen-
dent process running outside the Django platform. Then, in order to obtain the simulation
results, the model stores the simulation results in a MongoDB database, so the Django
platform can get the simulation results by querying the database outside the Django model
system.

The platform User Interface (UI) is separated into different sections, each of which
allows the user to manage a different stage of the automatic M&S process:

The SBML files manager section shown in Figure 5.3 displays the list of all the up-
loaded SBML files, and for each one, it allows to remove it (the red trash icon), download
it (the green cloud) or to generate the corresponding DEVS model (the circular black
arrows). If the model was already generated, a green tick is shown instead of the circular
arrows to indicate the model ready. We can also add new SBML files using a form.

Once generated and compiled, a manager allows to select a model and run a new sim-
ulation. When the client starts a new simulation, the client is redirected to the real-time
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Fig. 5.3: SBML file manager.
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simulation visualization section shown in Figure 5.4. This module allows showing differ-
ent graphics of the simulation results that are updated in real-time and. At any moment,
the client can download the results in CSV format. The manager also allows the user to
explore running and finished simulation results.

Finally, the DEVSDiagrammer (Figure 5.5) allows the user to display an interactive
diagram of the DEVS models. We will explain the DEVSDiagrammer in more detail in
section 5.4.

As simulations run as independent processes outside the platform, we use MeMoRe
(Metric MongoDB Recorder) to persist the simulation results in a MongoDB database,
which remains accessible by any other application connected to the database. For this
purpose, the generated Cadmium model (compiled C++ program) takes as parameter a
simulation ID. Each time the simulation generates a new output, it uses the simulation ID
to persist the data with that ID in the MongoDB database. Then, each time the platform
wants to retrieve simulation results, it uses the simulation ID to filter the results of the
corresponding simulation.

Once the simulation is running, the server sends the ID to the client, and it redirects
the client to the visualization section to start visualizing the results. The visualization uses
the ID to poll the server for new simulation results, and it updates the chart. Each time
a client requests new results to the server, it sends in the request body, the simulation ID
and the last virtual time at which it already has the results, avoiding the server to resend
already fetched results.

MPath-MS
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Fig. 5.4: The real-time visualization of a running simulation.
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coupled e<NDTime=

Fig. 5.5: The DEVSDiagrammer section user interface.

5.2 The instantiation procedure

As we have already mentioned, our platform uses SBML files to generate Cadmium DEVS
models. Each Cadmium DEVS model is a C++ program that uses the Cadmium library,
and implements atomic and coupled models within the program code. As we can see, to
run a simulation, a C+4 program must be compiled and executed. Here, we show how
to do this in an automated fashion. First, we will introduce The System Biology Markup
Language (SBML). Next, we will explain the information we use from the SBML files.
Finally, we will explain the model C++ code generation process.

5.2.1 The System Biology Markup Language (SBML)

Because SBML main purpose is to store information of different biological phenomena,
the specification language must be flexible. Therefore, SBML specification language is
generic, and even though each SBML file must use the SBML structure, it can store any
information needed. Because of this, an SBML model does not ensure that a specific in-
formation will exist in a file. Also, most biological models are macro-view models defined
in a mathematical notation, and most existing SBML models do not include information
about micro-view aspects of the cell (as for example, the Kon and Koff constants). In this
work, we assume that the provided SBML file to generate the DEVS model will include
all the information required. If this is not the case, we need first to complete the missing
information.

The SBML general structure defines a simple hierarchy contained under the Model tag.
In the first level, there are different lists of elements that can be present in biological pro-
cesses (for example, compartments, species and reactions). In the second level, each list
stores several single elements. For example, ListOfReactions contains multiple instances of
Reaction elements. Every single element contains a sub-structure to store its information.
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Additionally, an element can have a note attribute where any valid XHTML structure
can be stored and where all the information that does not fit into the SBML specification
structure is stored. Also, a list of parameters can be specified. The parameter list lets
us adding custom values to the model that are not specified in common macro-view models.

Figure 5.6 shows a general structure of an SBML v2.5 file. Black diamond arrows
indicate element relations with their cardinality. The * symbol in the cardinality means
it can be zero, one or multiple elements. The lists of the SBML structure that have
the information we use to automatically generate our micro-view model are those in the
gray boxes. Element names are surrounded by <> to indicate they are XML tag elements.

The SBML structure of a Reaction element is shown in Figure 5.7. Black diamond
arrows indicate element relations with their cardinality, while white arrows indicate ele-
ment inheritance. The * symbol in the cardinality means it can be zero, one or multiple
elements. All the elements within the gray boxes are necessary to generate the DEVS
models, the remaining elements are simply ignored when using the SBML file. Element
names are surrounded by <> to indicate they are XML tag elements.

In Figure 5.8 we can see the Species SBML attributes. SBML species elements repre-
sent the metabolite species and have no internal structure: They are just elements with
attributes. Therefore, in Figure 5.8, there is a single XML element called Species with
multiple attributes.

5.2.2 Obtaining information from the SBML files (the SBMLParser)

Now we will explain the SBML information we use to generate the models. There are in-
formations that are explicitly defined in the SBML structure, and there are informations
that must be derived from the relations of the SBML structure:

Explicitly defined information

On one hand, we need to obtain the model structure information (coupled models). For
this, we use the ListOfCompartments shown in Figure 5.6, in which the different com-
partments are defined. The compartment types (Extracellular, Periplasm, Cytoplasm and
Organelle) are declared in the ListOfCompartmentTypes. Thus, using the compartment
list with their corresponding types, we can obtain all the information needed for the DEV'S
model structure shown in Figure 4.1. On the other hand, reactions properties are declared
in Reaction elements within ListOfReaction.

The reaction information needed for the model proposed is declared in the Reaction

structure shown in figure 5.7 as follows:

e The reaction id is obtained from the id attribute, which is a string id (Sid). It allows
us to identify the reaction within the model.
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Fig. 5.6: General structure of an SBML v2.5 file and all available lists and elements [40].
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e Whether the reaction is reversible or not is defined in the reversible attribute (true
means that the reaction is reversible).

e The reaction stoichiometry is defined in the listOfReactants and listOfProducts chil-
dren elements, which are lists of species belonging to the stoichiometry. Each species
within these lists has a stoichiometry attribute, which is a number indicating the
amount of that species contained in the stoichiometry.

e The remaining properties are defined in the ListOfParameters contained in the Ki-
neticLaw child element. These elements are:

— The reaction and reject rate indicating the time that takes to react and reject
metabolites.

— The Kon association constant.

— The Koff disassociation constant.

As we can see in Figure 5.7, in the SBML specification there are more elements available
than those we use. Not used elements (those outside the gray boxes) are simply ignored.

Information obtained from the SBML structure

As mentioned earlier, SBML is most commonly used for mathematical macro-view models
where the physical structure of biological cells is not considered. Therefore, this informa-
tion is not present in the SBML model. Because of this, we need to obtain that information
from the structure present in the SBML model.

In order to generate the proposed model from SBML files, we need to know which
enzymes catalyze each reaction, and in which compartment each of the enzymes is. The
SBML specification structure does not considers enzymes. Enzymes are specified in the
reactions using logical expressions to denote the enzymes’ name. For example, the logical
expression in Formula 5.1 indicates the reaction is handled by the enzymes 0854 and
b1126 — b1125. Notice that a reaction can be handled by different enzymes and a single
enzyme can handle different reactions at different times.

(0854 or (b1126 and b1125) (5.1)

To know to which compartments each enzyme belongs, we could use the compartment
to which the reactions handled by that enzyme correspond. Nevertheless, in SBML all
the reactions are listed in the ListOfReaction without being separated by compartments.
Because of this, we need to deduce the reaction compartments from the reaction stoichiom-
etry as following: on one hand, species are compartment-specific elements, if a metabolite
can be found in multiple compartments, the metabolite must be declared multiple time
using different species IDs for each compartment (normally by adding the compartment
name as suffix). On the other hand, the stoichiometry of the reactions determines the
species a reaction consume and produce. Then, we can deduce the reaction compartment
from the reaction stoichiometry species by examining where its product and substrate
belong to. For example, if a reaction stoichiometry has species from the extracellular,
periplasm and cytoplasm compartments, then, according to section 4.1, the reaction must
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belong to the periplasm trans-membrane. If the reaction consumes species from a unique
compartment, then the reaction belongs to that compartment. If the reaction consumes
species from two or more compartments, then, one of those compartments must have a
membrane that communicates them, and the reaction belongs to that membrane. The
species information used from the SBML Species element are the ones whitin the gray
boxes in the Figure 5.8:

e id: Anidentification attribute that allows us to differentiate each metabolite (species)
during the simulation.

e name: Allows us to show the real biological name of each metabolite when plotting
the simulation results.

e compartment: Contains the compartment ID where the species belongs.

o initialAmount: Specifies the total number of metabolites of that species existing in
the simulation at the starting time.

The remaining attributes (outside the gray box) are not used to generate the DEVS
models, and they are ignored. As we can notice in Figure 5.8, some of these attributes (as
for example the “initialConcentration” and “SubstanceUnits”) specify information needed
by macro-view models.

The number of enzymes available at the simulation departure point is not mentioned
in the SBML structure and must be given as parameter by the modeller each time it runs
the simulation. Removing that information from the model allows to easily experiment
with different scenarios. The initial amount of each species (metabolite) can be specified
in the SBML model, but to allow to modify the scenario, we let the modellers to redefine
those values in the simulation parameters explained later in this section.

In order to generate the DEVS model, we must first get all the information from the
SBML file, process it and store it to be later accessed when generating the model. For
this purpose, we have defined the data structure shown in Figure 5.9.

Figure 5.9 shows an UML diagram of the data structure used to store the processed
information. The white arrow indicates that the product and reactant elements have both
the same structure (metabolite by compartment). As in the parsed data structure, a re-
action is handled by multiple enzymes and an enzyme can handle multiple reactions.

The structure shown in Figure 5.9 allows us to filter reactions and enzymes by the
compartment they belong to using the location as the grouping attribute. As we have al-
ready mentioned, the reaction location is calculated from the reaction stoichiometry using
the species associated compartment. Likewise, the reaction parameters used to create the
enzyme atomic model instances are placed in the parameter structure that is related to
each reaction.

Space models need the list of related enzymes (L.e. those enzymes handling reactions
that consumes and/or produce species from it). These related enzymes can belong to
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any compartment, for example, enzymes in the periplasm outer membrane consume and
produce metabolite from and to the extra cellular space, then, the extra cellular space
is related to enzymes of the periplasm compartment. For this purpose, in the parsed
data structure (Figure 5.9) we have separated the reactions stoichiometry by its species
compartments. The result of the separated stoichiometry is stored in the product by com-
partment and reactant by compartment structures. Using the separated stoichiometry, we
can filter all the reactions related with a compartment and then, we can use the obtained
reactions to get the enzymes related to that compartment.

To separate the stoichiometries by compartments we use dictionaries with the com-
partment id as keys and chunks of stoichiometry as values, in other words, the reaction
stoichiometry is divided by the species compartments within the stoichiometry formula.
This separation not only allows us to determine the related compartment of a reaction,
but it is also needed by the enzyme atomic model explained in section 4.2.1 to know where
to send the produced metabolite.

The SBML file parser works as follows:

e An XML parser is used to store the SBML file data in a Document Object Model
(DOM) structure easy to travel.

e The parser obtains the compartments information from the ListOfCompartments and
ListOfCompartmentsType to generate the compartments, reaction sets and locations
elements.

e Reactions are parsed from the ListOfReactions, and for each reaction, the parser
gets the reaction information from the structure shown in Figure 5.7 as follows: It
obtain the reaction stoichiometry from ListOfReactant and ListOfProduct. It check
if the reaction is reversible or not checking the reversible attribute. Then, all the
kinetic information is obtained from the ListOfParameter that is in the reaction
KineticLaw element, this information includes: K, K K, K,

onrps» ffsrp>
Reaction rate and Rejection rate.

nSTP> ffsTp>

e Once the reaction information is ready, the product and reactant are separated by
compartments. Finally, the reaction location is deduced from the reaction related
compartments.

As we have already mentioned in section 5.2.2, enzymes are not declared in the SBML
structure, but as logical expressions in the Note element of each reaction (as shown in
Formula 5.1). The result of evaluating the logical expression is a list of enzyme names
that handle the reaction. Then, when a reaction is parsed, its enzyme logical expression
is evaluated, and the names obtained are used to create the enzyme components that will
model the reaction. Because an enzyme can handle multiple reactions, during the process
of creation of new reaction enzymes, we can find that some of the models already exist.
In this case, we do not duplicate the model; instead, the reaction is added to the list
of reactions that the existing enzyme model handles. Recall from section 4.2.1, that an
enzyme is no more than a list of reactions that can occur one at a time. This is why we
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only need the enzyme name to create an enzyme model.

For large models with many reactions and enzymes, the parsing stage can take a long
time (several minutes). In order to avoid parsing again the same SBML file in future
usages, the parsed structure can be serialized as a JSON object and be later loaded to
reuse them (using a serialized “.pickle” file).

5.2.3 The DEVS model generation processes

Once the SBML file is parsed, we are ready to generate the model. Next, we will explain
the model structure generation process that uses the explained data structure to access
the pre-processed SBML information.

Let us consider the structure used to generate the data of the compartment models.
The model generation process first generates the data for the models using this structure
and then, it generates the model C++ code and the parameters XML file with the model
starting state.

The compartment model data is represented by the ModelStructure class and it is
composed of the following data:

e Id: The compartment model id.

e Enzyme sets: sets of enzymes within the same membrane or the compartment
inner enzyme set.

e Routing_table: A table that uses the enzyme location to determine for each en-
zyme, which port must be used to reach the enzyme using the routing system we
have already explained.

e Membrane_EIC: The external Input Coupling mapping between the membranes
and the model input ports. If no membrane is present, then, this is empty, and the
input ports are all directed to the compartment space atomic model.

e Space_parameters: The space atomic model parameters:

— cid: compartment id.

— Interval_time: the space fixed-length time step at which the model time ad-
vances. This is a parameter that is not specified in the SBML file and must be
provided by the modeller.

— Metabolites: The compartment species list.

— Enzymes: The compartment related enzymes, which are all the enzymes where
the compartment send and/or receive metabolites from.

The routing table is generated from the related enzyme locations. Similarly, Mem-
brane_EIC is generated by assigning links from each membrane to a new input port. The



58 5. Metabolic pathways automatic M&S as a service

EIC mapping is then used to link the compartment membranes with other compartments.

The remaining data is obtained from the parsed data structure shown in Figure 5.9.
The atomic model space parameters are obtained from the compartment parameter ele-
ments, and the compartment enzyme sets are generated from the enzyme set elements.

Now that we have defined the data structure of the compartment models, we will ex-
plain the DEVS model generation, which is a top-down process that starts creating the
top cell coupled model and continues constructing the sub-components recursively until

the bottom elements are built. Once all sub-components are ready, the cell top model is
finished.

The cell top model is composed by the Extracellular, Periplasm, Cytoplasm and or-
ganelles compartment models. These compartments must be generated before creating
the cell top model. For each compartment (Extracellular, Periplasm, Cytoplasm and
Organelles), first its ModelStructure is created and next, the compartment model is gen-
erated as follows: The compartment atomic models are created using the enzyme_set and
space_parameter attributes. Once the compartment atomic models are ready, the EIC,
IC and EOC links are generated as shown in Figures 4.2, 4.3, 4.4, 4.5. Finally, once the
compartment coupled models are ready, the cell top model EIC, EOC and IC links are
generated using the structure shown in figure 4.1 and the entire model is ready.

Figure 5.10 shows a diagram of the top-down recursive strategy to generate the models
as a rooted tree graph where the root is the top model generation process and each level
defines the process recursive hierarchy. Each line link in Figure 5.10 represents a recur-
sive call to a function that generates a sub-model that is a dependency of the parent model.

Cadmium models are C++ programs, and the model generator must generate C++
code ready to be compiled and executed. To write the final C4++ code, the model genera-
tor uses the modelCodeWriter module, which uses parametrized C++ templates to build
.cpp files. A parametrized C++ template is just a Python string template [41] that can
be formatted using the format() method to replace some parametrized part of the string
with custom strings. For example, the template “int {a} = {b} + {c}” is a simple C++
template where a, b and c are the parameters that will be replaced with the strings passed
as the parameter to the format() method (bracket symbols are used to define the template
parameters within the string). Then, using this template, we can write any C++ code
that adds two operands and store the result in an integer variable. An example of the
code generated with this template is as follows:

o “int{a} ={b} + {c}” format(a=“varl”, b="var2”, c="var3”) — “int varl = var2 + vars”.
o “int {a} = {b} + {c}”.format(a=*“varl”, b=“27, ¢=“3") — “int var2 = 2 + 3”.

o “int {a} = {b} + {c}”.format(a=“varl”, b=%(2 + 3)”, c="varl”) — “int varl = (1 + 2)
+ varl”.

The decision of implementing the model generator in Python as a code writer module,
instead of generating the model directly in the same C+4++ program that runs the model,
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Fig. 5.9: UML diagram of the parser data structure to store the processed data obtained from the
SBML file.

has two main purposes. On one hand, Python is a high-level language with more libraries
ready to parse XML files, and it allows us to build code easier to maintain. On the other
hand, if we generate the model in the same C++ code that runs the model, then, each
time we execute a simulation, the model needs to be generated, which is very inefficient.

We have defined different C++ templates. There are templates to define atomic and
coupled models, ports and links. The model generator generates the model and uses the
ModelCodeWriter to write the models code in a correct order in order to satisfy the de-
pendencies. When the model is generated, we obtain the top_model_definitions.hpp and
top.cpp files with the correct C++ code for the top models and all its sub-components.

In Cadmium, atomic models are defined as classes built by the modeller. These classes
must implement the internal, external, confluence, time advance and output functions
that Cadmium will call at simulation runtime. We defined general atomic model classes
as explained in section 3. These .cpp are used by ModelCodeWriter which includes them
in the generated top.cpp. The template code to generate an atomic model contains the
definition of a new C++ class derived from the corresponding general atomic class. The
atomic model name is defined as the new class name. Then, the new atomic model class
inherits the internal, external, confluence, time advance and output functions from the
general atomic model class, and it becomes an instance of that general model class as we
have explained in section 3.

In Cadmium, coupled models are instances of the cadmium::dynamic::modeling::coupled
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class. The code of any C++ Cadmium coupled model is almost the same. The only parts
that change are the parameters used to construct the coupled model using this function,
ie.:

The sub-model names.

e The message type of each port.

The model input and output ports.

e The model links.

The C++ template defines a new coupled model instance with this function using cus-
tom parameters, and it assigns the coupled model to a variable with the model name. It is
important that the code of a coupled model is executed after all its ports and sub-models
are created. If this is not the case, the code will never compile due to undefined variables.
Then, to generate a coupled model we first use C++ templates to generate the model
ports and links code which are instances of the Cadmium ports and links classes.

The code of each model is generated just after the model generator has generated
the model using the recursive strategy we already explained (Figure 5.10). Then, every
coupled model code will be written after all its sub-models code is written and the depen-
dencies are satisfied.

To better understand the recursive model code writing process, we will use the fol-
lowing example: We have a coupled model A with two sub-models B and C, where B is
atomic and C is a coupled model composed of two atomic models D and E. Then, the
model generator will first try to generate the model A, but using the recursive strategy,
it first needs to generate the models B and C. For this purpose, it will use the atomic
model C++ template to write the code of the model B, and after that, it will generate
the model C. Because the model C is a coupled model, it will first recursively write the
code of the atomic models D and E using the same template used to write the code of the
model B and then it will write the code of the coupled model C that uses the models D
and E (already written). Finally, it will write the code of the model A that uses the code
of the models B and C (already written). To write the model A it will use the same C++
templates used to write the coupled model C.

When the ModelCodeWriter is initialized, the first thing that happens is that the
top_model_definitions.hpp file is created to write all the sub-model and port definition
codes and, next, the top.cpp file is created to write the final TOP model code. After these
files are ready, all the dependencies’ include statements are written. The dependencies
are the Cadmium libraries and the general atomic model classes. Finally, the created
top_model_definitions.hpp file is included in the model top.cpp file to make the definitions
written by the ModelCodeWriter accessible from the TOP model code. The initial code
of the model file (top.cpp) is shown in Listing 5.1.
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Listing 5.1: top.cpp
/xx include general dependencies *x/
#include <typeinfo>

/xx include Cadmium library s/
#include <cadmium/modeling/dynamic_coupled .hpp>
#include <cadmium/modeling/dynamic_-model_translator.hpp>

/*x General atomic model classes *x/

#include <pmgbp/atomics/reaction .hpp>

#include <pmgbp/atomics/router.hpp>

#include <pmgbp/atomics/space.hpp>

#include <pmgbp/model_generator/reaction_set .hpp>

/*% include the created .hpp file where the ports code will be written *x/
#include ”top-model_definitions.hpp”

Once the initialization is done, the ModelCodeWriter is ready to start defining mod-
els and ports and the model generator module will use it to create the models using the
recursive strategy we have already explained.

The custom parameters of each atomic model obtained from the SBML file are written
in an XML file. Each time the model generator generates a model, it writes the model
code using the ModelCodeWriter and it writes the model custom parameters obtained
from the SBML model in the created XML. The main purpose of using this system is
that now, the simulation starting point values (as the initial amount of each metabolite)
are set in a separated XML file that is consumed in run-time. This allows the modeller
to modify the initial condition of the simulation to obtain different scenarios without the
need for regenerating and compiling the model. The XML parameter file is written in a
more specific and readier to consume format, so the models will easily access it.

As we have already explained, each DEVS atomic model is an instance of a general
atomic model class explained in section 3. Cadmium provides a function to generate a new
atomic model instance from a C++ class, which takes a variable number of parameters
that will be forwarded to the class constructor. To create a new atomic model, we use this
function and we pass as parameter the model id and the path to an XML file where all the
atomic model parameters are specified. The general atomic model classes’ constructors
use the XML to read the instance parameters from there.

XMLParameterGenerator defines all the model parameters in the XML file. This mod-
ule is similar to ModelCodeWriter, and both are used when a model is generated. Once
the model is generated, its parameters are set in the XML file. This module uses a python
XML library to generate all the parameters in the program main memory, and after the
model is generated it flushes the generated XML structure into a file used by the atomic
model constructors.

There is a single XML file where all the atomic models’ parameters are defined. Using a
single file for all the atomic models reduces reading time, a slow task that involves accessing
the hard drive. Then, the general atomic model classes’ constructors use the model id to
find its parameters within the XML file. Finally, we define the XML file path in a variable
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Fig. 5.11: The UML diagram of the XML parameters file.
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that is parametrized in the final executable program to allow executing the simulation with
different XML files. This allows us to define different simulation scenarios in different files.

Figure 5.11 shows the general XML parameter UML diagram where all the mentioned
parameters in section 4.2 are specified. The root element is the Parameters. This element
contains 3 main lists: spaces, reactions and routers.

Space atomic models’ parameters: All the parameters of a space atomic model
are located in a compartment element within the spaces list element.

e The cid attribute has the model ID used by each model to find its corresponding
parameters.

e The interval time attribute defines the fixed-length interval time steps used by space
atomic models. This attribute is a STime, a string to define time with the format
“hours:minutes:seconds:milliseconds” .

e The metabolites is a list containing the information of the metabolites that belong to
the compartment. Each metabolite information is specified in a metabolite element
within this list and has the following attributes:

— id: Identifies the metabolite across the models. When a metabolite is sent from
one model to another, the id is sent to identify it.
— amount: Is an integer attribute that defines the initial amount of metabolite

available in the compartment.

e The routing table is a routing table that specifies for each pair of compartment
ID and enzyme set ID, which output port must be used to send metabolites to an
enzyme. Each entry element has the following attributes:

— cid: The id of the compartment where the enzyme set is located.
— esn: The id of the enzyme set.
— port: The number of the port that must be used to reach the enzyme set.

e The enzyme contains the information of the enzymes that are related to the com-
partment. Each enzyme information is specified in an enzyme element within this
list and has the following attributes and children:

— eid: Identifies the enzyme across the models.

— amount: Is an integer attribute that defines the initial amount of free enzymes
(I.e. an enzyme without any metabolite bound) in the compartment.

— Address: It is a child element containing the compartment and enzyme set IDs
where the enzyme belongs.

— handled reactions: It is a child element organized as a list with the information

of all the reactions handled by the enzyme. For each reaction, it includes a
reaction element with the following attributes and children:

* rid: The id of the reaction.
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KonSTP: The Kon constant for the Substrate to Product direction.
KonPTS: The Kon constant for the Product to Substrate direction.

reversible: A boolean indicating if the reaction is reversible or not.

* X K K

Stoichiometry: A child element that has two lists of species (Product and
Substrate) that specifies each one of the species id and amount that belongs
to the reaction stoichiometry.

Enzyme atomic models’ parameters: An enzyme is basically a list of handled
reactions. Thus, to instantiate an enzyme atomic model we need all the parameter of the
enzyme handled reactions. Each reaction information is contained in a reaction element
whithin the list reactions and has the following attributes and children elements:

e id: The reaction id.

e rate: The time that takes the reaction to convert the consumed metabolites to the
produced metabolites.

o KoffSTP: The Koff constant for the Substrate to Product direction.
o KoffPTS: The koff constant for the Product to Substrate direction.

e Routing table: is a list containing routing table entries that indicates which port
must be used to send each metabolite to its corresponding space atomic model.
Each entry has a mid (metabolite id) and a port number.

o ListOfStoichiometryByCompartment: is a list of stoichiometry divided by compart-
ments as we have already explained. As we can see in Figure 5.11, this list has
a child for each compartment, and each compartment has a single child where the
reaction stoichiometry related to that compartment is specified.

Router atomic models’ parameters: All the parameters of a router atomic model
are contained in a router element within the routers list element. A router has an id
attribute to identify the model and a routing table element. Each child of the routing table
element is an entry elements that specify for each enzyme id (the eid attribute) the port
where the message must be routed to reach the enzyme (the port attribute).

As we can see, the model generator module uses three collaborators: SBMLParser,
ModelCodelWriter and XMLParameterGenerator. This module first initializes the model
structure using the parser to fetch and interpret the model information from the SBML
file and then generates the model and writes the model C++ code and the parameter
XML file using ModelCodeWriter and XMLParameterGenerator.

The complete model generator process works as follows. The model generator initial-
izes the SBMLParser, ModelCodeWriter and XMLParameterGenerator. Then, it initial-
izes ModelStructures using the top-down strategy in Figure 5.10. Each time an atomic
model is defined, its parameters are added to the XML structure. Once the entire model
is built, ModelCodeWriter and XMLParameterGenerator close their files and the model
is ready to be compiled.
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Fig. 5.12: The recursive model generation flow.

Figure 5.12 shows the model generation flow that we have just described. For each
model, if it is an atomic model, the code is written, and the parameters are added to the
parameters XML structure and the model is ready. If the model is a coupled model, all
its sub-models must be generated first.

5.3 The NDTime C++ class for DES purposes

DEVS is a DES (Discrete Event Simulation) formalism based on continuous time, mean-
ing that for every virtual time t of the simulation there is a finite set of events occurring
simultaneously, however, the time representation remains continuous and events can occur
at any moment within the continuous timeline. The formalism defines the time within the
positive real numbers set, thus, a virtual time t could be any positive real number.

However, models can use subsets of the real numbers to represent their virtual time.
For example, a DEVS model could use a clock representation of the time where seconds
is the minimum unit of time to schedule transitions. If this is the case, using integers to
represent the seconds from a determined initial time is more than valid to represent the
time. Even some physic models that do not use irrational numbers are able to use a clock-
like time representation if very small units of time are allowed. For this purpose, we have
implemented Natural Deep Time (NDTime), a simple C++ class for time representation
in DES models.

Clock-like time can easily be represented with integers using timestamps. Nevertheless,
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to avoid fast overflow during simulations, we have separated time in hours, minutes, sec-
onds, milliseconds, microseconds, nanoseconds, picoseconds and femtoseconds. For each
unit of time, we use a different variable. The hours are represented with a long unsigned
integer. The minutes and seconds are sexagesimal fractions, and they are represented
with integers between 0 and 59. The remaining units represent one-thousandth of the
next greater unit and are represented with integers between 0 and 999.

DEVS simulators virtual times must allow additions and substraction. Likewise, be-
cause of some simulation checks, negative time should be available. NDTime uses a sign
Boolean to determine whether the represented time is positive or negative.

5.4 The DEVSDiagrammer to export and visualize Cadmium models
structure using JSON

Cadmium is a header only simulator easy to integrate into any C++ project, but it has no
user interface. To allow modellers to diagram their coupling model architectures, we have
implemented DEVSDiagrammer, a C++ module to export Cadmium model structures
into JSON files and a JavaScript interface to visualizes the exported JSON.

The DEVSDiagrammer is divided into two modules: the first is a C++ header only
module that can be integrated alongside with Cadmium, it consumes the model, and
produces the model structure in JSON format. The second module is the web DEVSDia-
grammer, which consumes the JSON structure and displays a coupled model.

The C++ module recursively searches the coupled model components; for each com-
ponent, it plots an empty structure with ports if it is an atomic model, or it constructs a
JSON structure if it is a coupled model. Once all the components’ structures are ready,
the DEVSDiagrammer iterates the EIC, IC and EOC model structure to export the model
links and ports.

The web platform uses CreateJS [42] to plot a visual diagram of the model. This
platform displays the model in a white canvas as a big box that contains smaller boxes
for the model sub-models. Links are drawn as lines that connect the models’ ports. Ports
are drawn as lite squares on the model and components edges.

DEVSDiagrammer has multiple functionalities (shown in Figure 5.5) that allow the
user to handle the model in order to obtain a clean visualization and to export the ob-
tained diagram as images. Likewise, the user customizations can be downloaded as new
JSON structures. The users can use these customized structures to visualize the model in
the future.
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Next, all the functionalities are listed and briefly explained:

e Options:

Squared models: If checked, all sub-models are displayed as squared; if not
checked, sub-models can be rectangles.

Show port message types: Whether to display or not the port message’s
type name. Printing the message type is useful to debug links, but can add
significant noise to the diagram; hiding allows focusing on other aspects of the
model.

Show port name: this is similar to Show port message type, but with the
port names. Port names are the port type names.

Compress submodels in left: Sub-models are automatically positioned within
the model to use the space according to their links. For this purpose, a toposort

algorithm is used over the model links graph to minimize the number of links

connecting models from left to right. The “compress sub-models in left” fea-

ture is an algorithm that runs over the toposort to place each model at the

most left valid position without breaking the topological sorting. Note: besides

this automated model positioning system, users can drag and drop models in

custom positions within the canvas.

Sort ports by name: Used to sort model ports in alphabetical order.

e Colours:

Set coupled, atomic and ports background and text colours.
Export colours for later use.

Import already exported colours.

e Actions:

Expand in new canvas: All the selected models and sub-models (by clicking
the model) are drawn in a new canvas as a full model. This is a good option to
expand a sub-component and work with its internal structure.

Remove model: Remove selected models from the canvas.

Expand / Contract: Toggles the select model and sub-models to display
or hide their internal structure, this can be used to hide all the sub-models’
internal structures and focus on the model’s top level.

Show / Hide all links: Toggles the model links to display or hide them.

Show / Hide model links: Toggles all the links related to the selected models.
First, the models to toggle must be selected. When a model has multiple links,
this option is great to debug the couplings by parts.

Show /Hide port names: This toggles the ports names to be displayed or
hidden.
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e Export:

— Export as JSON: Export model structure as JSON with the customizations.
— Export as PNG: Export model as a PNG image.
— Export as JPEG: Export model as JPEG image.

Likewise, links can be handled by holding some point in the link and dragging that
point over the canvas. This allows links to have custom paths from the source port to the
sink port.

5.5 MeMoRe (Metric MongoDB Recorder) to store simulation logs Mon-
goDB

One of the goals of this thesis is to deploy the proposed platform in a remote server using
Modeling and Simulation as a Service (MSaS) [43]. Multiple users could use the plat-
form at the same time, and the overhead could make the server unresponsive. Deploying
the platform in a cluster capable of balancing the simulation between multiple cores can
improve this situation. On the other hand, simulation results must be available at the
platform at any time. Saving simulation results in a single database for all the simulations
running in the cluster can be useful. To deal with these issues we have used MongoDB, a
distributed document driven database [44] that store information in JSON documents. As
MongoDB is a distributed database, we can store all the simulation results in a distributed
fashion so that it can be accessed remotely.

Similarly, model results must be communicated to users on demand. Using a database
to store the simulation results allows us to separate the simulation execution process from
the result processing system. Then, while a process is in charge of running the simulation,
a separated process (in the same or in a different computer) could be in charge of fetching
the results from the database and sending them to the client on demand.

Cadmium has a logging system that records information about the different simulation
events:

e Coupled and atomic model initializations.

e Coupled and atomic time advance: each time an atomic model time advance func-
tion is triggered, the simulator logs the model previous time advance and the new
time advance. For coupled models, this event is logged when the time advance is
triggered in all its submodels and the coupled model new time advance is determined.

e Message routing (IC, EIC and EOC): when messages are sent through a link, the
simulator logs the port from where the message is sent, the port that will receive the
message and the messages.

e Atomic model state: every time a model transitions, the simulator logs the new
model state.

e Atomic model elapsed time: the simulator logs the elapsed time from the last tran-
sition on each transition.
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e Simulation global time: the simulation starting and ending virtual times are saved.

In order to log these events Cadmium uses a logger class that is parameterized to
allow modellers to customize the logs. A logger class is a C++ class that provides the
next methods:

e For each event, the logger must provide a formatter function that consumes the event
information, the simulation virtual time and the model id as the parameters, and
produces a string to log. The string should include the event information.

e The logger must provide a sink object that implements the << operator for strings.
This object is where the strings returned by the formatter are printed. For example,
if the logger has the std :: cout as the sink object, the formatted events will be
printed in the simulation standard output (the terminal console).

If not custom logger class is given to Cadmium, the default Cadmium :: logger is used.
This logger uses the std::cout as the sink object. Therefore, by default, the simulation
results are printed in the terminal console.

The logging-record flow is as next: First, Cadmium obtains the event information (the
particular event information specified in the logged events list). Cadmium also obtains the
simulation virtual time and the model id. Next, the provided formatter is used to obtain
a string from the logged event information, the simulation virtual time and the model id.
Finally, the simulator prints the obtained string in the provided sink object.

We have implemented Metric MongoDB Recorder (MeMoRe), a C++/Python module
that provides a custom logger to use with Cadmium. This logger formats the simulation
events as JSON documents that can be stored in a MongoDB database. MeMoRe also
provides a sink object that establishes a connection with a MongoDB database and stores
the printed events in the database. Thus, using MeMoRe we are able to record all the
Cadmium logged events in a MongoDB database.

The MeMoRe custom logger uses a simulation id passed as a parameter to use as the
collection name to separate the different simulations’ results in the same database. All
events have the simulation virtual global time, model id, and the event name as default
attributes. After that, all the remaining information regarding the logged event are set as
new attributes. Using the event name and the model id we are able to filter the logs and
obtain only those events we are interested in.

There are two options for the sink that records the formatted metrics to the database,
the first one is a C++ class that can be passed to the Cadmium simulation as the sink,
and the other is a Python module that reads the standard input and saves the documents
in the database.

The C++ MeMoRe sink is more efficient because it is integrated into the simulator and
the logged events are directly saved in the database. This module initializes a database
connection in its constructor and then each time the << operator is used, the sink uses
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the connection to store the formatted log into the database.

The Python MeMoRe sink is less efficient because it is a different program that con-
sumes the documents from the standard input, and it saves them into the MongoDB. The
simulation must use the standard output as the sink object to print the logged events, and
the simulation standard output must be redirected to the Python MeMoRe sink standard
input. Using inter-process communication adds some overhead to the recording process,
but it is faster to set-up and less complex to install than the C++ module.
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6. THE DYNAMIC CADMIUM SIMULATOR

Cadmium is a C++17 header-only DEVS simulator easy to include and to integrate into
different projects. Cadmium has been tested on Linux using the GCC and Clang com-
pilers, and it is under the BSD open source license. Cadmium is a pure code library (no
graphical interface is provided), which includes C++ classes to create atomic and coupled
models, and a runner class that consumes a single coupled model and runs a simulation.
Cadmium is composed of three main C++ classes that use the template system:

e Coordinator: Coordinates coupled model classes.
e Simulator: Simulates atomic model classes

e Runner: Runs simulations of a coupled model (the top model).

Instead of receiving the model objects as a constructor parameter, these classes receive
the models’ types as a template parameter, and they use the model type to construct their
own model objects. Cadmium also uses the model type as the model identifier. Conse-
quently, if we have two identical submodels, we cannot use the same model class for both
(they cannot be distinguished, as they will have the exact same type). Therefore, we first
create two new types that are renames of the original model, and then we use the newly
defined types as the submodels.

Having the model type as part of the simulator and coordinators’ types, allows Cad-
mium to create custom structures in compilation time that remove complex calculations
at runtime.

On one hand, using a template system is good for running large numbers of simulation
scenarios, and to perform multiple static checks at compile time, avoiding some errors at
runtime. On the other hand, compiling multiple instances of Coordinator and Simulator
template classes (one for each model type) consumes memory and CPU, making the com-
pilation overhead of medium and large models high.

As pointed out in [45], the performance of C++ compilers is not good for programs
using templates. If we make strong use of metaprogramming, the compiler cannot compile
the program in most computers. In consequence, our main idea behind Cadmium dynamic
was to reduce the number of objects defined using templates, and to hide the model types
using an abstraction layer (but keeping the same simulation algorithm used in the original
Cadmium simulator).

Next, we will explain how the original Cadmium uses the template system, and how we
have used abstract types to reduce the number of specializations, solving the compilation
time and memory problems. The Simulation and Coordination algorithms have not been
changed from the original and the reader can find them in [46].

73
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6.1 The use of the C++ template system in Cadmium

The C++ template system allows developers implementing C++ classes without knowing
all the types involved in the class methods and attributes. A template class parameterizes
some types, and it gives a name for those types to be referenced. Then, the parameterized
types are used in the code as any other type using the assigned name. In order to use the
template class, the parameterized types must be instantiated with real types.

Template classes that are instantiated with real types are called specialized classes.
C++ does not compile the template classes; instead, it only compiles the specializations.
Each time a template class is specialized, the compiler makes a new copy of the entire class
and replaces all the type references with the real types to create a new C++ class without
template parameters. This makes the compilation process more expensive in terms of
memory and time.

Using the template system allows us to use meta-programming techniques to imple-
ment checks at compile time. For example, the template class simulator can have two
template types called TIME and MODEL to represent the types of the simulation virtual
time and the model type. Then, the simulator class can check at compile time if the tem-
plate type MODEL has a function called time_advance() that returns an object of type
TIME.

As we have already mentioned, instead of consuming the models as the Simulator and
Coordinator constructors’ parameters, Cadmium uses the template system to specify the
model type. Cadmium implements the Simulator class as a template class that parame-
terizes the atomic model type. To create a new atomic model, we must first create a C++
class that implements the required methods (internal, external, confluence, time_advance
and output). Then, the simulator class is specialized using the atomic model class type.
The result of this specialization is a new Simulator class that only simulates the specialized
atomic model.

Cadmium implements the Coordinator class as a template class. The Coordinator
consumes a list of atomic and coupled model types as the template parameters and it re-
cursively specializes new simulator and coordinator classes for each submodel type passed
as a parameter.

There are several optimizations and improvements obtained by passing the model as
a template type. First, the model memory usage can be calculated in compilation time
avoiding stack overflow problems at runtime. Second, using typed links allows us to de-
fine ports with custom message types. Thus, different message types can be sent through
different links, avoiding having a single large message type for the entire model. Likewise,
static links mapping allows defining efficient data structures to avoid iterating on complex
structures dynamically to find the correct link where to send each message at runtime.
Finally, using models as types allows implementing static model checking that looks for
model inconsistencies at compile time, avoiding simulation crashes due to bugs in the
model definition.
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The static model checks made by Cadmium include:

e Atomic model static asserts:

— Model methods: we check whether all the methods of the atomic model spec-
ification (internal, external, time advance, output and confluence) are defined,
and they have the correct parameters and return types.

— Ports: we check that the model ports types are correct.
— Valid model state type: we check whether the model class has an attribute

called _state of type model_name::state_type.

e Coupled model static asserts:

— Link types consistency: we verify if the model does not connect two ports with
different message types.

— Connected ports: we see if the model does not connect invalid ports depending
on the model EIC, EOC or IC link structure.

— Valid coupled and atomic submodels: we check recursively if the submodels are
valid by static checking every sub model.

6.2 Cadmium compilation time and memory usage problem using metatem-
plates and std::tuples

As we have already mentioned, in Cadmium, ports are types derived from
Cadmium::out_port<typename MSG> and Cadmium::in_port<typename MSG> respec-
tively. Each port has a different type depending on the specialization of MSG. In order to
define the multiple model ports, Cadmium uses an std::tuple [47] because it is a structure
that allows us defining different types for each element (each port has a different type).
Then a model defines its ports as follows:

Listing 6.1: model port definition example

// Defining the input ports specialization with custom message types
struct input_port_0: public Cadmium:: in_port<MSG.TYPE_1>{};

struct input_port_-n: public Cadmium:: in_port <MSG.TYPEN>{};

// Defining the output ports specialization with custom message types
struct output_-port_0: public Cadmium:: out_port <MSGTYPE_1>{};

struct output_port_n: public Cadmium:: out_port<MSGTYPEN>{};

class atomic_model {
// Assigning the ports to the model
using input_ports = std::tuple<input_port_1, , input_port_n >;
using output_ports = std::tuple<output_port_1, ... , output_port_n >;
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Dealing with std::tuple is easy; elements within the tuple can be directly accessed by
their types, and because each port has its own type, we can access them using the port
type. Nevertheless, a major problem of std::tuples is its compilation memory complexity,
which makes almost impossible to compile tuples with a large number of elements.

To understand this problem, we compiled tuples with different sizes, and used the
Python Statemodels library [21] to fit 1000 ordinary least squares models [48] of the curve
shown in Formula 6.1. This allowed us to determine the best curve that explains the
obtained memory compilation complexity.

size”
with z € [2, 3].
where size is the number of elements of the std::tuple

and x is the variable to modify in order to fit different curves

Table 6.1 shows the std::tuple sizes we have compiled and the RAM usage of each
compilation. The maximum size we could compile with 16GB RAM was 400 elements.
All element types within std::tuples are the same.

After fitting the least squares models for the 1000 different values of x € [2, 3], we got
that x = 2.853 is the one that produces the curve that best explains the obtained memory
usage (in terms of R-square) when compiling a std::tuple. The R-square of the model using
x = 2.853 is 1, which is a perfect R-square.

Results of Figure 6.1 show how the best obtained curve with = (in red) fits the ex-
perimental values of Table 6.1. This result shows that the memory usage (in GB) of an
std::tuple with n elements is n%®53 (almost cubic complexity).

Because in Cadmium the models’ ports are stored in std::tuples, compiling a model
with n ports will consume at least n28°3GB of RAM. Then, a model with 1000 ports in
a single component would be impossible to compile without a computer with less than
175GB of RAM. The previous analysis is a best-case scenario. To compile a model with
multiple components, we cannot consider the component with the maximum number of

Std::tuple size | Used RAM
100 400MB
150 950MB
200 1.9GB
250 3.2GB
300 5.6GB
350 8.66GB
400 12.4GB

Tab. 6.1: The result of the number of RAM consumed to compile an std::tuple with different sizes.
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Fig. 6.1: Blue dots are the real data from table 1 plotted and the red curve is the prediction results
of the best-fitted curve shown in Figure 24 for std::tuple with up to 1000 elements.

ports but a function of the entire model number of ports.

Tuples are not the only problem when compiling Cadmium models. Because DEVS
is hierarchical, the model types are also hierarchical. The type of a coupled model is
composed of the type of all its atomic and coupled sub model types. As mentioned earlier,
the coordinator class is a template class that takes the coupled model type as a template
parameter and walks through all its submodels to recursively specialize all the sub coor-
dinators’ and simulators’ types to finally define its own type.

The coordinator specialization is an expensive compilation task that has a high memory
complexity that makes impossible to compile large models. We conducted some tests using
different real models with different sizes to determine the impact of the Cadmium com-
pilation complexity in some real scenarios. The first test included the model of nuclear
evacuation emergency plan proposed in [49]. This model simulates the communication
channels in an emergency evacuation in nuclear plants. Table 6.2 shows the result using
the number of atomic models as the model size.

The second test shows the results for the model introduced in chapter 4 by varying
the numbers enzymes in the model (enzymes are atomic models). For this test, we built
SBML files where all the compartments have the same number of enzymes. Table 6.3
shows the results of compiling these models with the original Cadmium simulator.

As we can see in table 6.2 and 6.3, the compilation memory complexity is too elevated.
Likewise, table 6.2 shows that we need 11.9GB for 1440 atomic models, while table 6.3
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Number of atomic models | Compile time RAM usage
1440 11.9GB
2880 22.44GB
4320 32.77GB
5760 43.84GB

Tab. 6.2: Results of compiling the model proposed in [49] with different numbers of atomic models.

Atomic model number | Compilation RAM usage
18 1.64GB
24 2.10GB
30 2.78GB
36 4.21GB
42 >10 GB

Tab. 6.3: Results of compiling the proposed model of this work using SBML files with different
numbers of reactions atomic models (from 1 to 5 per compartment).

use more than 10GB for only 42 atomic models. This is because of the hierarchical model
type definition of each model. Thus, models can be hard to compile not only because they
have a lot of components, but also because of their topology.

6.3 Dynamic adaptation of Cadmium using abstract types

To solve the Cadmium compilation problem, we used a C++ pattern to hide the objects’
specific types. For this purpose, we use abstract base classes without template parameters
as interfaces, and we define the concrete template classes as derived from the abstract
classes. Therefore, we can deal with the objects using their abstract base class without
knowing their real type. The C++ code of Listing 6.2 shows an example of this, where
foo is the abstract base class and foo_impl<typename NUMBER> is an implementation
of the foo interface that has a template type to specify a different type of numbers.

Listing 6.2: Example of using abstract classes to hide the real type of a concrete classes.

class foo {
public:

virtual int get_id ()
}

template<typename NUMBER>
class foo_impl: public foo {
private:
NUMBER id ;
public:
foo_impl ()
int get_id () { return (int)this—id; }

}

function show_id (foox f) {
std::cout << f.get_-id () << std::endl;
}
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int main() {
foox a,b;
a = &foo_impl<int >(1);
b = &foo_impl<double >(3);
show_id (a);
show_id (b);

As we can see in Listing 6.2, we can store foo_impl<int > and foo_impl<double> in
the same variable of type foo using pointers instead of directly assigning the objects.

The idea is, then, as follows:

e We reduce the multiple specialization instances of the Runner and Coordinator tem-
plate classes by having a single Runner class for every atomic model and a single
Coordinator class for every coupled model. For this purpose, we have implemented
an abstract layer to hide the real model types. Then, we have implemented derived
classes from the abstract layer. Finally, we can pass the abstract classes to the Sim-
ulator and Coordinator, so they do not need to know the real type of the model they
are handling.

e We added an id attribute to the atomic and coupled models to stop using the model
type as the model identifier. Thanks to this, we can use the exact same model class
multiple times.

In order to hide the atomic model type to the Simulator class, we have implemented
an atomic model wrapper class derived from the abstract class that consumes the atomic
model class type as a template parameter. Because the atomic wrapper knows the atomic
model type, it can implement all the static checks that Cadmium implements. The atomic
model wrapper also implements the mapping between the atomic model abstract class in-
terface and the real model class interface.

For the coupled models we have just removed the sub model types as template param-
eters, and we have added the submodels as the coupled model constructor parameters.
This decision is not easy because know we cannot make static checks of coupled models as
it does the original Cadmium. But we have moved those checks into the Model constructor
so they will be validated in run-time before the simulation starts. Also, we have moved the
links from the template system to the constructor parameters. Because Cadmium makes
a strong use of the std::tuple for dealing with links with different message types, instead of
removing the std::tuples we have also implemented an abstraction layer for the links. Thus,
we have an abstract link that is consumed by the coupled model and a derived link that
knows the real type of the connected ports and knows how to send messages between them.

Figure 6.2 shows a diagram of the current Cadmium architecture. The T arrows rep-
resent that the pointed module has as a template parameter the type of the module that
it pointing to it. As we can see in Figure 6.2, in the original Cadmium, the coordinator
consumes a coupled model as a template parameter, and the coupled model recursively
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Fig. 6.2: Cadmium abstraction layers.

consumes other coupled and atomic model types as template parameters. Because of this,
a coupled model as a complex recursive type structure (as we have already explained).
The original Cadmium has only two layers; In the Simulator layer we have the Simulator
and Coordinator modules that depends on the type of the model they are Simulating and
coordinating, because of this, we have a different Simulator and Coordinator specialization
for every atomic and coupled model.

Figure 6.3 shows the proposed abstraction levels diagram of Cadmium dynamic. Ab-
stract classes only define interfaces without implementing any concrete method. In Cad-
mium dynamic, the coordinator and simulator interact with the abstract level to avoid
the need of knowing the concrete model type. The abstract layer uses the atomic wrapper
and the link implementation as bridges between them and the concrete model types. In
order to hide the concrete model types, the bridge layer is connected to the abstract layer
as derived classes (white triangles) and they implement the same abstract class interfaces.
Therefore, the Simulator only knows the abstract class, but the concrete classes are the
one that will finally implement the required methods.

As shown in Figure 6.3, The atomic and coupled models are derived from the abstract
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Fig. 6.3: Cadmium::dynamic abstraction layers.

type model, therefore, a coupled model can just consume a vector of abstract models that
can either be abstract atomic classes or abstract coupled model classes. Then, for each
submodel, the Coordinator tries to cast the submodel as an abstract atomic model to use
with a Simulators and if it fails, it cast the model as a coupled model to use with a new
Coordinator. Also, the coupled model uses the links models (that is an abstract class) to
hide the real type of the link implementation class which relies on the specific ports’ types.
Finally, the coupled model uses a vector of ports references as the EIC and EOC. Because
messages final consumers are always atomic models, the coupled model does not need to
know the port type (which depends on the message type). But, to be able to check the
links consistency, we use std::type_indexr as the port reference to compare the port type
with the link type as we will explain later.

Next, we will explain the atomic wrapper, simulator, coordinator and runner imple-
mented to work with the proposed abstraction mechanism.
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6.4 The atomic model wrapper

The atomic model wrapper is a class derived from the real atomic model class and from
the abstract atomic class. Its main function is to map the concrete methods of the atomic
model class into the methods of the abstract class to connect both levels.

One major problem when implementing this abstraction is that the atomic functions
(external, confluence and output) have the message types in their definition. To solve this
problem, the abstract interface implements the message bags using the boost::any type
[50] to allow messages of any type in the same container. boost::any allows us to convert
any object into a boost::any object, the problem is that once the object is converted, we
lose the real type, and to come back from the boost::any object to the real type we need
to explicitly know the real type to cast the object. The atomic wrapper model uses the
real port types definition of the model to correctly cast the messages from the boost::any
object to the correct message type.

To map boost::any messages into the correct port message type we use an std::map
[51] with std::type_index [52] as the keys and boost::any as the values. This std::map holds
the messages that were converted into boost::any using their port type as the key. The
std::type_indexr allows us to get a hashable representation of the port type that can be
used as the map key, but a major problem is that we cannot obtain the real type from
them. Because of this, for each std::type_index key in the std::map, we must traverse the
std::tuple with the model port types, get the std::type_index representation of the port
type, and compare it with the key to find the correct port. Once we find the correct port,
we use the port message type to cast the boost::any value into the correct message object.
In this way we can go and come back from the Cadmium std::tuple port structure to our
abstract representation using std::maps of boot::any.

The obtained atomic model interface is a class that defines the DEVS functions (ex-
ternal transition, internal transition, confluence transition, output and lambda). This
abstract class implement a mapping between the interface types and the concrete model
types and then, it uses the concrete model methods to obtain the correct results. Atomic
models also implement the virtual Model class interface, so they can be treated as abstract
models. The Model class interface only has getters for the model ids used by the simulator
and coordinators to identify them.

In order to maintain the static model checking of the original Cadmium, the atomic
wrapper constructor uses static asserts to validate the model by calling the original Cad-
mium checking methods. Because these asserts are static, they will be checked in compi-
lation time when instantiating the class type.

6.5 Coupled models

Coupled models are defined in a class that instead of receiving the EIC, EOC, IC, input
ports, output ports and submodels as the template parameters, it receives these elements
as the constructor parameters. Because all the constructor parameters must have the same
type, we use abstract type for the submodels and links (EIC, EOC, and IC). In this coupled
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model, we use a std::vector<std::type_index> to specify the ports. Then, As we do in the
atomic model wrapper, we use std::maps to handle the message bags of boost::any instead
of having std::tuples. A difference with the atomic model wrapper, is that for the coupled
model we have completely removed the use of std::tuples, as shown in Figure 6.3. The
submodels’ abstract class is a class on top of the atomic and coupled abstract class that
allows us to handle submodels without differentiating between atomic and coupled models.

In order to implement the original Cadmium static checks, the coupled model uses
the std::vector of ports and the abstract links to check whether the ports std::type_index
of the links correspond with the input and output ports std::type_index of the connected
models. These are the same checks the original Cadmium does. Because the coupled
model takes all the parameters as constructor parameters, no static checks can be made
in compilation-time, and the mentioned links checks are made at run-time. Even though
the checks are not made in compilation-time as in the original Cadmium, this is not a
major problem because they are still done before the simulation starts, preventing crashes
during the simulation.

The coupled model class does not need to implement any method because, in DEVS,
coupled models are only the model structure. Therefore, the coupled model class only
implements the interface requested by the abstract class Model, this is mandatory for
both, coupled and atomic models, so they can be passed as a parameter to other coupled
models by using the Model interface as we have explained before.

6.6 The dynamic simulator

The main difference between the simulator of Cadmium dynamic and the simulator of
the original Cadmium is that in the original Cadmium, the atomic model is a template
parameter and the simulator construct the model object, while in the Cadmium dynamic
simulator, the atomic model is constructed outside the model and passed as a parameter
of the Simulator constructor. For this purpose, the Cadmium dynamic Simulator receives
the abstract atomic model. Then, to simulate a concrete model, we first create an atomic
wrapper (as we have already explained) and then we pass this wrapper to the simulator
as an abstract atomic, hiding the real model type to the Simulator class.

The simulator algorithm remains the same as the original Cadmium algorithm, mak-
ing sure the simulation run-time performance remains the same, but benchmarks for the
original Cadmium are in process and after those benchmarks will be ready, we will be able
to compare both implementations.

6.7 The dynamic coordinator

The coordinator class takes the coupled model as a constructor parameter, this model has
a vector of submodels of abstract type Model. These submodels are atomic and coupled
model pointers derived from the abstract class Model. Then, for each sub-model, the
coordinator tries first to cast the model into an atomic model pointer, if the cast works,
the abstract model is an atomic model and a simulator is instantiated to handle it. If
the atomic model cast fails, the model is a coupled model and a coordinator is recursively
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instantiated to handle it.

One of the advantages of the original Cadmium is the use of types for quickly access
the coupling links. Because in the Cadmium dynamic, links are dynamic objects. The
coordinator uses hashed maps to access them using their model ids. Then, each time a
model output function is called, the coordinator uses the model id to obtain all the out-
coming links from the model and correctly route the messages to the receiver components.
Even though accessing links by their type could be faster, this method is yet more optimal
than the commonly used vector of links that must be iterated each time.

The coordination algorithm is the same as the original Cadmium algorithm, therefore
the coordination run-time performance should remain the same. We will conduct bench-
marks for the original Cadmium, in order to compare both implementations.

6.8 The link, a model component with coordination responsibilities

One of the coordinator responsibilities is to route messages between the model’ and sub-
models’ ports using the model links. The problem is that Cadmium dynamic uses dynamic
message bags (as we have explained before) that hide the real message bag type. Because
of this, we are not able to access the real message bags’ structures, and therefore, we cannot
insert new messages into their structure. To insert a message into a dynamic message bag,
we must first cast the dynamic message bag to its real type to work with them. Because of
this, we need to know the dynamic message bag real types to copy messages between them.

As shown in Figure 6.3, message bags’ types are known by the Port class, thus, we
need to know the Port types to cast the dynamic message bags into their real types. In
turn, the Ports’ types are known by the Link implementation class but not by the link
base class which is an abstract class used to hide the link implementation type (a type
using templates) from the coupled model.

Because the coordinator class cannot access the message bags’ types, we have moved
the simulation responsibility of copying messages ports to the Link implementation class.
Then, the coordinator uses the Link abstract interface to request to the Link implemen-
tation class to copy messages between its ports’ dynamic message bags.

6.9 Results of the camdium::dynamic compilation time and memory use

In order to determine the compilation memory and time complexity of Cadmium Dynamic,
we run a few case studies. We tried to run these case studies with the original Cadmium
to compare results, but they did not compile.

The main idea of the case studies was to separate the different aspects of a model to
see their impact in the compilation memory complexity. We separated the scenarios in
two families, those scenarios that add more dynamic objects to the model and those that
add more static types to the model.



6.9. Results of the camdium::dynamic compilation time and memory use 85

e Number of Objects:

— Atomic models: we created multiple coupled including from 1 to 1000 iden-
tical atomic models.

— Coupled models: We created multiple coupled models from 1 to 1000 empty
coupled sub-models.

— Links: We have created multiple coupled models all with 101 atomic sub-
models: 100 sub-models have a single output port all with the same type and
the remaining sub-model has a single input port. Then, we vary the link number
by connecting different numbers of sub-models with the output port to the single
sub-model with the input port.

e Number of types:

— Port types: We construct an atomic model with different number of output
ports, from 1 to 120. Because each port must have a different type, we are not
able to consider scenarios with port types number and ports number separately.

— Atomic model types: identical to the atomic models number scenario but
each atomic model has a different type.

— Link types: We also have 101 atomic sub-models, but each of the 100 sub-
models with output ports have 100 different ports, and we have always 100 links
to connect these models to the single input port model. We then vary change
the number of link types by using different ports to connect the 100 links. For
example, if all sub-models are connected using their first port, then, the model
has 100 equal links. If all sub-models are connected using its first port but the
last sub-model that uses its second port, then we also have 100 links, but we
got 2 different link types, and so on until all 100 links have different types.

Figures 6.4, 6.5, 6.6, 6.7, 6.8, 6.9 shows the results of the case studies’ compilation and
memory usage. Time is always in seconds and memory is always in GB.

As we can see in Figure 6.4, Cadmium dynamic was able to compile models with over
10000 atomic in less than 8 seconds and consuming no more than 0.8GB of RAM, but
the time and memory complexity grows in linear fashion regarding the number of atomic
model objects contained in the TOP model. Figure 6.4.a show a stepped pattern in com-
pilation time complexity, we are not sure what is the cause of this, but we can see that
the general time complexity remains linear.

As we can see in Figure 6.5, the number of coupled models also affects the compilation
time and memory use linearly, but they are more expensive than compiling a model with
multiple atomic models.

As we can see in Figure 6.6.e, the number of links contained in a model has a significant
effect in the time complexity. Compiling a model with 10000 links takes almost one hour
to compile and the complexity curve is not linear but almost a quadratic curve. Compiling
models with more than 10000 links could be a problem in some cases. We think this com-
plexity comes from the Link implementation class, which is a template class containing its
ports’ types. Then, each link has a unique type that must be compiled. Even though the
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compilation time of models with several links is slow, Figure 6.6.f shows the compilation
memory complexity remains linear.

As we can see in Figures 6.7, 6.8 and 6.9, varying the number of port types, atomic
model types and link types have a linear impact in the compilation time and memory com-
plexity. This is a major improvement regarding the original Cadmium where the model
types have a tremendous impact in the compilation time and memory complexity. But
because of the problem of std::tuples we are not able to compile models with more than
120 ports per component.

These results show a major improvement in the Cadmium model compilation time;
from being unable to compile medium to large models to compile them in a few seconds.

As Cadmium is based on model types, each model component must be explicitly de-
clared without using any flow control system as iteration cycles (for example a loop). This
is also a major problem at compilation time, because it is much more effective to parse a
four-line loop that declares thousands of models, than parsing thousands of lines (one for
each model). In the experiments, we did not use iteration flows to create any part of the
model in order to test just the performance improvements of Cadmium dynamic, but we
are able to use them. In this thesis, we have used dynamically defined models using for
loops to create the models and the compilation memory usage is significantly lower than
the presented in the experiments.

Comparing run-time performances of Cadmium with other simulators is in process;
but it is outside the scope of this thesis.
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Fig. 6.4: Results of the compilation time and memory usage of the case study atomic model
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Fig. 6.5: Results of the compilation time and memory usage of the case study coupled models
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Fig. 6.7: Results of the compilation time and memory usage of the case study port types
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7. RESULTS AND MODEL VALIDATION

In this chapter, we present the results of the two scenarios we have generated, compiled
and run simulations; The first case scenario is a very simple theoretical model where
the expected results are trivial to estimate. The second case scenario is a real structure
of the E. Coli bacteria but using some non-real parameters (due to the lack of micro-
view information about this bacteria). Likewise, in this chapter, we show the generation,
compilation and simulation time of a series of theoretical models where the number of
enzymes is the series variable to measure.

7.1 Validation with a theoretical model

In order to test our method, we generated an SBML model of a theoretical biological
cell with a single enzyme called b0000 that catalyzes all the cell reactions. In each com-
partment (Periplasm and cytoplasm) there are multiple enzymes b0000. Likewise, as the
proposed model only considers catalyzed reactions, in the extracellular space there are
enzymes b0000 catalyzing the reactions occurring outside near the cell. In this model, we
have defined the following reactions:

e A _to_2A _in_cytoplasm: A reaction that occurs in the Cytoplasm and consumes a
single metabolite A_c¢ and produces two metabolites A_c. Because of the proposed
stoichiometry, this reaction increases the number of metabolites A in one unit.

e B_to_2B_in_extracellular_space: A reaction that occurs in the Extracellular space
and consumes a single metabolite B_e and produces two metabolites B_e. Because
of the proposed stoichiometry, this reaction increases the number of metabolites B
by one unit.

e C_C_to_2C_3C_in_periplasm_inner: A reaction that occurs in the periplasm
inner-membrane (the membrane connecting the Periplasm with the Cytoplasm).
This reaction consumes a single metabolite C_c from the Cytoplasm and a single
metabolite C_p from the Periplasm and produces two metabolite C_c in the Cyto-
plasm and three metabolites C_p in the Periplasm. Thus, it increases by one the
number of metabolites C_c in the Cytoplasm and it increases by two units the number
of metabolites C_p in the Periplasm.

e D_D_to 2D _3D_in_periplasm_outer: A reaction that occurs in the periplasm
outer-membrane (the membrane connecting the Periplasm with the Extracellular
space). This reaction consumes a single metabolite D_e from the Extracellular space
and a single metabolite D_p from the Periplasm and produces two metabolites D_e
in the Extracellular space and three metabolites D_p in the Periplasm. Thus, it
increases by one the number of metabolites D_e in the Extracellular space and it
increases by two the number of metabolites D_p in the Periplasm.

e E_E _E_to 2E_3E_4E_in_periplasm_trans: A reaction that occurs in the periplasm
trans-membrane (the membrane connecting the Periplasm with the Extracellular
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space and the Cytoplasm). This reaction consumes a single metabolite E_e from
the Extracellular space, a single metabolite E_¢ from the cytoplasm and a single
metabolite E_p from the Periplasm and produces two metabolites E_e in the Extra-
cellular space, three metabolites E_c in the cytoplasm and four metabolites E_p in
the Periplasm. Thus, it increases by one the number of metabolites E_e in the Extra-
cellular space, it increases by two the number of metabolites E_c¢ in the Cytoplasm
and it increases by three the number of metabolites E_p in the Periplasm.

e No_product_in_periplasm: A reaction that occurs in the Periplasm and consumes
a single metabolite F_p and produces nothing. Because of this, the reaction decreases
the number of metabolite F in the periplasm by one.

e No_substrate_from_related_compartment_in_periplasm_outer: A transport
reaction that occurs in the Periplasm outer membrane and transports a metabolite
G_e from the Extracellular space to the Periplasm, obtainin a metabolite G_p in the
Periplasm.

We have generated a parameter file with 1000 enzymes b0000 in each enzyme set and
600000 metabolites of each type (A to G). Because each reaction uses different metabolites,
all the metabolic pathways are composed by a single reaction. We have set the volume of
each compartment equal to the estimated volume of the E. Coli bacteria, which is 0.528
cubic micrometers for the Cytoplasm and 0.072 cubic micrometers for the periplasm and
extracellular space. We set the Kon and Koff constants equal to 0.8 for all the reactions
in order to increase the probability of binding metabolites and decrease the probability
of rejecting bound metabolites. Finally, we have set the enzymes reacting, ejecting and
the spaces intervals of time in one millisecond, which is completely arbitrary, but do not
affects the results as all the reaction are independent of each other.

Figures 7.1 to Figure 7.7 shows the simulation results of the metabolic pathways from
the proposed theoretical model until the virtual time 00:00:32:947. In the result we ca see
the following;:

e All the metabolites increased by one in a reaction have a similar linear curve with
a mean final number of 2.500.000 metabolites. These are the metabolites A _c, B_e,
C_c, D_e and E_e.

e All the metabolites increased by two in a reaction have a similar linear curve with
a mean final number of 4.500.000 metabolites, which is more than the metabolites
increased by one. These are the metabolites E_c, D_p and C_p.

e The metabolite E_p, which is increased by three increases more than the metabolites
increased by two.

e The metabolite F_p decreases until there are no more metabolites; As shown in
figure 28.f, the decreasing curve is not perfectly linear, this is because each time a
No_product_in_periplasm reaction occurs, the number of metabolites F_p decreases
and therefore, the probability of binding decreases, making the reaction flow rate
slower.
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e The metabolite G_e decreases at the same rate than the metabolite G_p increases,
which is consistent with the transport reaction No_substrate_from_related_compartment_in_periplasm_o
In this case, we see the same effect shown in the metabolite G_e where the reaction
flow rate is not linear at the end.

On the one hand, the reactions are stochastic processes, because of this, even for those
metabolites with the same parameters in their corresponding reactions have some differ-
ences in their curves. On the other hand, because we have set a considerable number
of enzymes, the stochastic probability reaches values close to the mean and we obtain
almost perfectly linear curves without considerable deviations. We think that the stochas-
tic model could be modified to consider this effect and instead of calculating the binding
probability individually for each enzyme, we could consider a general formula that calcu-
lates the final total number of enzymes that bound metabolites. These would be a major
improvement in the simulation time complexity from linear to almost constant.

7.2 Validation with the E. Coli bacteria using the msb201165-sup-0003
SBML model

We have used the SBML model of the E. Coli bacteria presented in the msb201165-sup-
0003 file (https://github.com/Laouen/PMGBP-PDEVS /blob/master /msb201165-sup-0003.xml)
to generate a real case scenario. Using this file, we have all the information regarding the
cell structure, enzymes and reactions involved in the E. Coli metabolic pathways. A major
problem we face with this model is that we do not have information about the Kon, Koff
constants nor the reaction and reject rates. It is out of this thesis scope obtaining the
values of these parameters, and therefore, we cannot compare the results with in-vitro or
in-situ results and we only use this case study to show a simulation of a whole-cell running
in the platform. Even though we are not presenting results with real parameters, the next
stage of this project is to obtain those parameters to run real results to validate the model
with in-vitro or in-situ results or with already existent models, as for example, we could

Simulation results

Fig. 7.1: Simulation result of the metabolite A_c in the theoretical model
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Fig. 7.2: Simulation result of the metabolite B_e in the theoretical model
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Fig. 7.3: Simulation result of the metabolite C_p and C_c in the theoretical model
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Fig. 7.4: Simulation result of the metabolite D_p and D_e in the theoretical model
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Fig. 7.5: Simulation result of the metabolite E_p, E_c and E_e in the theoretical model
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Fig. 7.7: Simulation result of the metabolite G_p and G_e in the theoretical model
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compare the results of our model for the glycolysis cycle with the results presented in [3].
The laboratory of Rafael Najmanovich ! will work in this next stage as this project was
made in collaboration with them.

We have used the following parameters:

e Kon = 0.8 for all the reactions.

e Koff = 0.8 for all the reactions.

e Reaction time = 1 millisecond for all the reactions.

e Reject time = 1 millisecond for all the reactions.

e Space Interval of time = 1 millisecond for all the compartments.
e Initial enzyme amount = 1000 for all the enzymes.

e Initial metabolite amount = 600000 for all the metabolites.

The simulation of the E. Coli bacteria took 50 hours to simulate 6 seconds and 336
milliseconds of simulation virtual time in a Core i7 Asus X751L notebook. During the
simulation, 2581 types of reactions were handled by 1577 types of enzymes consuming
and producing a total of 1805 types of metabolites. As we have already mentioned this
result is just for validation purpose and we did not use real parameters. Therefore, we are
not making a complete analysis of the whole metabolic network, instead, we analyze some
particular reactions and their metabolites.

Figure 7.8 shows the result of the metabolites handled by the R_.FE3DHBZStonex
reaction, which is a transport reaction located in the periplasm trans-membrane. The
R_FE3DHBZStonex has the following stoichiometry:

M _hp+ M_feddhbzs_.e - M_h_c+ M_fe3dhbzs_p

Basically, it transports b from the Periplasm to the Cytoplasm and fe3dhbzs from the
extracellular space to the periplasm.

As shown in Figure 7.8, the substrate metabolites M_h_p and M _fe3dhbzs_e decrease,
but the product metabolites M_h_c and M_fe3dhbzs_p do not always increase. An interest-
ing fact is that the metabolite M_h_c (metabolite h in the cytoplasm) has a fast increasing
rate until the virtual time 00:00:01:811, and then it starts decreasing at almost the same
rate. Also, the metabolite M_fe3dhbzs_p remains almost constant. In order to understand
this phenomenon and considering we have used the same parameters for all the reactions,
we studied the total production and consumption rates of these metabolites in the entire
bacteria; table 7.1 shows for each metabolite the total production rate considering all the
reactions that produce that metabolite and the total consumption rate considering all
the reactions that consume that metabolite. The final production rate is the difference

! biophys.umontreal.ca/nrg/NRG /Home.html
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Fig. 7.8: Simulation result of the metabolites involved in the FE3DHBZStonex transport reaction
in the E. Coli bacteria.

between the production and the consumption rates. A metabolite that is more consumed
than produced tends to decrease its number over the time, while a metabolite that is more
produced than consumed tends to increase its number over the time.

The M_h_p has a significant negative final production rate, and as shown in Figure
7.8 it is almost completely consumed in the first milliseconds, while the M _fe3dhbzs_e
has a final production rate of —2, which is consistent with the simulation results where
it decreases slower than the M_h_p metabolite. The metabolite M_fe3dhbzs_p as a final
production rate of 0 and as shown in the simulation result it remains almost constant
over the time. The problem is that the M_h_c has a final production rate of 567 which is
consistent with the first 1.811 simulation virtual seconds, but it is contradictory with the
remaining simulation virtual time. To understand this, we have gone one step further:

On the one hand, if we take the substrate of all the reactions producing the metabolite
M_h_c and we analyze the mean of the final production rate of these metabolites, we have
that the rate is approximately -0.037; this means the metabolites needed to produce M_h_c
tends in general to decrease.

On the other hand, if we take the substrate of all the reactions consuming the metabo-
lite M_h_c and we analyze the mean of their final production rate, we have that the rate
is approximately 0.7889; this means the metabolites needed to consume M_h_c¢ tends in
general to increase.

Because of this, when the simulation start, we have enough metabolites, and the final
production rate of the metabolite M_h_c is the one shown in Table 7.1, but while the time
goes on, the remaining metabolites needed to produce M_h_c decrease and the metabo-
lites needed to consume M_h_c increase. As a result, the metabolite M_h_c decreases even
though its final production rate is high.
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Fig. 7.9: Simulation result of the metabolites involved in the NAt3pp transport reaction in the E.
Coli bacteria.

Metabolite | Total production | Total consumption | Final production rate
M _fe3dhbzs_e | O 2 -2

M _fe3dhbzs p | 1 1 0

M_h_p 130 232 -102

M_h_c 920 353 567

M_nal_c 12 4 8

M_nal_p 5 12 -7

M_malthx_p 2 1 1

M_malthxe |0 -2

Tab. 7.1: Metabolite productions and consumption rates in the entire E.coli bacteria.

Figure 7.9 and Figure 7.10 shows the simulation result for the transport reactions
NAt3pp (in the periplasm inner-membrane) and MALTHXtexi (in the periplasm outer-
membrane) respectively. In both cases, the results are consistent with the final production
rate of the corresponding metabolites in Table 7.1. In the case of the NAt3pp reactions,
the involved metabolites (M_nal_c and M_nal _p) have bigger final production rates than
the metabolites of the MALTHXtexi reactions. Because of this, the M_nal_p metabolite
shown in Figure 7.9 is consumed faster than the M_malthx metabolite shown in Figure 7.10.

Figure 7.11 shows the top 5 metabolites with the highest final production rates; these
metabolites are more produced than consumed, and except for the M_h_c metabolite that
we have already analyzed before, they tend to constantly increase over the simulation
virtual time. The final production rates are shown in Table 7.2.

Figure 7.12 shows the top 5 metabolites with the lowest final production rates; these
metabolites are more consumed than produced. As shown in Figure 7.12, the metabolites
M _atp_c, M_h_p and M_h20_p have a fast decrease rate and then they remain constant al-
most in 0. The metabolite M_nadph_c also has a fast decrease rate, but after that, it starts
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Fig. 7.10: Simulation result of the metabolites involved in the MALTHXtexi transport reaction in
the E. Coli bacteria.

to slowly increase. This can be caused by a similar phenomenon to the M_h_c metabolite.
The final production rates are shown in Table 7.3.

Figure 7.13 shows the top 5 metabolites with the highest total production rates and
lowest consumption rats while their final production rates remain in zero; these metabo-
lites are equally consumed than produced. As shown in Figure 7.13 they present an almost
constant rate where they tend to go up and down. The final production rates are shown

in Table 7.4.
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Fig. 7.11: Simulation result of the top 5 metabolites with the highest final production rates.
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Fig. 7.12: Simulation result of the top 5 metabolites with the lower final production rates.
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Fig. 7.13: Simulation result of top 5 metabolites with highest total production and consumption
rates and with 0.0 final production rates.

Metabolite | Total production | Total consumption | Final production rate
M_h_c 920 353 567

M_adp_c 275 6 269

M _pic 276 39 237

M _ppi_c 151 3 148

M_amp_c 91 5 86

Tab. 7.2: Metabolite total productions and consumption rates in the entire E.coli bacteria of the
top 5 most produced metabolites.
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Metabolite | Total production | Total consumption | Final production rate
M_atp_c 4 358 -354
M_h2o0_c 132 474 -342
M_h2o0_p 15 163 -148
M_h_p 130 232 -102
M _nadph_c 21 78 -57

Tab. 7.3: Metabolite total productions and consumption rates in the entire E.coli bacteria of the
top 5 most consumed metabolites.

Metabolite Total production | Total consumption | Final production rate
M_mql8_c 13 13 0
M_arg DASH Lc | 4 4 0
M_imp_c 4 4 0
M _succoa_c 4 4 0
M_pal81_c 3 3 0

Tab. 7.4: Metabolite total productions and consumption rates in the entire E.coli bacteria of the

top 5 most total production rate having a final rate of 0.0.

7.3 Performance results

In 5 we have shown results of the compilation time improvements made by our adaptation
of the Cadmium simulator; In this section, we present a measurement of the entire process
of model generation, compilation and simulation using Cadmium::dynamic. For this pur-
pose, we have generated models with one enzyme per compartment up to 1000 enzymes
per compartment and we have measured the entire process time for each model. In order
to measure the simulation time, we measure the time it takes to simulate one second of
the simulation virtual time.

All the models use the following parameters:

Kon = 0.8 for all the reactions.

Koff = 0.8 for all the reactions.

Reaction time = 1 millisecond for all the reactions.

Rejecting time = 1 millisecond for all the reactions.

Initial enzyme amount = 1000 for all the enzymes.

Space Interval of time = 1 millisecond for all the compartments.

Initial metabolite amount = 600000 for all the metabolites.

Figure 7.14 shows the processing time (in minutes) of generating, compiling and exe-
cuting one minute of simulation virtual time of the previously described model varying the
number of reactions. This experiment was executed in a Core i7 Asus X751L notebook,
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Fig. 7.14: processing time of compiling identical models where the number of enzymes vary.

and we expect better times when the platform is deployed in well-prepared servers.

As we have already mentioned, in the proposed model for this measurement, each
reaction is catalyzed by a different enzyme, thus, the models have as many enzymes per
compartments as reactions per compartment. The results shown in Figure 7.14.a show a
linear curve where models with more enzymes increase the total processing time, but as
we can see in the Figure 7.14.b, most of the complexity belongs to the simulation pro-
cess, while the model generation and compilation processes remain constant. This result
is consistent with our expectations, because as we have pointed out in section 5.2, the
model generator uses an iteration cycle (a for loop) to create the enzyme sets, therefore,
models with different number of enzymes use a constant number of code lines to generate
those enzymes, and the model generation and compilation processes remain constant. In
the case of the simulation process, the iteration cycle is executed and produces as many
iterations as enzymes it generates, and thus, the simulation has a linear complexity to
create all the enzyme atomic models.
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8. CONCLUSION AND FUTURE WORK

In this thesis, we presented a web platform for M&S of biological processes using SBML
files to upload the models from a remote computer to the server. We have shown that
applying computational concepts for M&S of biological processes offers multiple advan-
tages regarding the model integration and reusability, which as far as we know, it not yet
very popular in the field. Likewise, this is the first approach for micro and multi-view
flexible M&S as a distributed cloud service, which could to improve collaborations and
automation of those aspects that can be automated.

We have also proposed a model of a general biological cell structure to use as a model
integration framework, a stochastic micro-view model of biological cell metabolic pathways
and the concept of multi-state models.

Although we have created different modules to be used in this thesis, they are inde-
pendent modules stored in individual projects that can be used in other research. For
example, the MeMoRe can be used to format and record Cadmium simulation results in
a MongoDB database regardless of the model being simulated. Some of these modules as
the NDTime and the Cadmium::dynamic have already been used in Cristina Ruiz Ph.D.
thesis [49].

The web platform implemented in this thesis has been tested in a Core i7 Asus-X751L
notebook and it has been tested with small and large models as shown in section 7, and
we expect to have a match better performance in a distributed and specialized server. A
problem of the current web platform is that large models produce an enormous amount
of data results that must be sent through the internet and handled by the Highchart li-
brary, resulting in a slowdown of the user interface response time that could be improved
in future work. Likewise, the web platform user interface is currently in beta, and it
can be improved in future versions to ensure a better user experience. For this purpose,
we need first the platform to be used by multiple researchers to have feedback to work with.

The stochastic model has been validated by the Najmanovich research group!, but we
could not simulate the E. coli model using real parameters because of the lack of some
micro-view information as the Kon and Koff constants of some reactions. In the next stage
of this work, the real parameters should be obtained in order to run simulations that can
be validated with in-situ or in-vitro results.

In the E.coli simulation results 7 we have shown that running micro-view models of
a whole-cell metabolic network can be achieved with today computational power, but it
remains a slow task that can be improved if we are able to parallelize not only the different
processes involved (as we did) but the simulation itself. According to [53] parallelizing
the simulation of DEVS models is viable. In future work, this technique could be applied
to the Cadmium::dynamic simulator to improve the simulation process of biological cells

! biophys.umontreal.ca/nrg/NRG /Home.html
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where the number of atomic models is elevated.

Finally, the stochastic metabolic pathway model proposed in this thesis calculates for
each enzyme the probability to bind metabolites. As we have already mentioned several
times, we do not care about the enzyme’s identity. Thus, this formula could be replaced by
a single-step formula that calculates the final number of metabolites that bind metabolite.
This improvement would be a major speedup for the simulation process while it remains
as a micro-view model.
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